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Preface

Asalocal areanetwork (LAN) grows, it can exceed the design parametersof anindi-
vidual LAN. Restrictions (such as physical extent, number of stations, performance,
and media) can be aleviated by the interconnection of multiple LANSs. All single
LAN topologies have limitations. Bridges address these limitations and provide a
good solution as the interconnecting device between the multiple LANSs. The user
perceivesalogical LAN connection to all devices on the extended LAN, whilethe
physical LAN constraints are met by each LAN.

Objectives of This Guide

Thisguide describes how to use bridgesin extended LAN configurations, including
information on LAN interconnections, overall bridge operation, extended LAN to-
pologies, bridge management, and solving bridge-related problemsin a network.

Intended Audience

This guide isintended to provide an understanding of bridges and extended LANSs
for use by network managers and other personnel whose tasks are related to setting
up, managing, and troubleshooting LANs and extended LANS.
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Structure of This Document

This guide has seven chapters and three appendixes, as follows:

Chapter 1

Chapter 2
Chapter 3
Chapter 4
Chapter 5
Chapter 6
Chapter 7
Appendix A

Appendix B
Appendix C

Provides an overview of bridges and introduces a bridge model. It in-
cludes information on extended LANSs and types of bridges, and dis-
cusses bridge features and services.

Providesadetailed conceptual overview of bridge operations, using the
bridge mode! introduced in Chapter 1.

Providesaconceptual overview of thespanning treealgorithmand ade-
tailed description of its operation.

Providesan overview of bridgemanagement and, usingthebridgemod-
€, discusses management capabilities of the model.

Discusses bridge and extended LAN performance from a user’s point
of view.

Discussesphysical and logical topologies, including unadvised topolo-
gies and how to modify the network to achieve maximum benefits.

Providesan overview of network troubleshooting toolsand methodolo-
gies.

Lists the various types of bridges that are available from Digital and
compares the features for each model.

Briefly describes the DEChbridge 90 workgroup bridge.
Providesalist of related product documentation orderable from Digital.

The postage-paid Reader’s Comments form on the last page of this document re-
guests the user’s critical evaluation to assist usin preparing future documentation.

Related Documents

Xiv

Refer to Appendix Cfor alist of additional documentsthat providerelated informa-

tion about Digital Equipment Corporation’s bridges and networks. Ordering infor-

mation is provided at the back of this guide.
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11

1.2

Introduction

Thischapter providesan overview of bridges, developsageneral bridge model, and
uses the model description to provide the reader with basic knowledge of the opera-
tion of bridges. Although the bridge model is general, it can help network imple-
menters understand the operation of different bridge implementations and the
services provided by bridges.

Types of Bridges Discussed in This Guide

Bridges are designed with awide variety of features, datalink types, performance,
and uses. Thisguide does not detail all available bridges, but, by understanding the
basic concepts and implementation tradeoffs, network implementers should be able
to select a product that is appropriate to their needs for LAN interconnectivity.

Appendix A liststhe bridgesthat are available from Digital Equipment Corporation
and compares the available features for each model.

Single Local Area Networks

A local area network (LAN) is generally a privately owned data communications
system that offers a shared high-speed communications channel optimized for con-
necting information-processing equipment (see Figure 1-1). A LAN usually serves
atrusted work group in a section of a building, an entire building, or a cluster of
buildings.

11
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Figure 1-1: Single LAN Example (Ethernet)
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Repeater Fiber optic repeater

F Fiber optic cable
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Single LANstypically consist of mediasegments connected by repeatersin what is
logically considered asingletransmission bus. Any datapresent on amediasegment
istransmitted throughout the entire LAN.

All LANs have similar basic limitations. A shared transmission medium requires
unanimous agreement by all LAN users on certain basic parameters, such astrans-
mission speed, error checking, packet sizes, and the number of connections. The ba-
sic standardized parameters lead to a set of limitations for any given LAN
technology.
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Some general limitations are:

Number of stations

Throughput (speed)

Length

Topology (ring, bus, tree)

Access delay

Reliability and availability
Manageability and maintainability

ThebasicLAN limitationsapply toal LAN technologies. Ingeneral, thebandwidth,
number of stations, and length of any single LAN will be limited by the technology
used to create it. These restrictions must be adhered to for the LAN to operate as it
was designed.

A simple, cost-effective way to overcome the limitationsinherent in asingle-LAN
topology isto use bridgesto interconnect LANsto form extended LANSs. Thisuse of
bridgespreservesthe basic LAN serviceswhile extending those services beyond the
limitations of asingle-LAN topology. The following sections describe how bridges
form extended LANSsto provide this solution.

Introduction 1-3



1.3 The Extended LAN Concept

Anextended L AN isacollection of local areanetworksinterconnected by protocol-
independent store-and-forward devices (bridges). Using the bridgeto createa LAN-
to-LAN interconnection allows each station on the attached L ANs to communicate
with all stations on both LANs as if those stations were on the same LAN.

Bridgesarethe connecting devicesbetween local areanetworksinanextended LAN
architecture. Acting as data link relays between similar or dissimilar LAN types,
bridges allow the creation of extended LANS (see Figure 1-2 and Figure 1-3).

Figure 1-2: Extended LAN Example (Similar LAN Types)

Host Terminal Host Terminal
| server I I server I
- — - —

IEEE 802.3/Ethernet LAN Repeater Repeater
LAN 1
e e T s Bridge I

Host Printer
server

I e B e =

Terminal Host
server

IEEE 802.3/Ethernet LAN
LAN 2

LKG—-4483-90I
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Figure 1-3: Extended LAN Example (Dissimilar LAN Types)
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Bridges dynamically learn the station addresses of nodes for each station within the
extended LAN. This enablesthe bridge to forward frames selectively, based on the
destination address of the frame. When aframeisreceived on one port, it examines
the frame's address to determine whether it should be passed to the other port. This
concept also appliesto multiport bridges (bridges with more than two ports).
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1-6

Bridges create extended LANSs that have the following advantages:

More stations — Each LAN can still support its maximum number of sta-
tions. The bridge counts as one station on each LAN it is attached to.

Larger network — Each LAN can still support the maximum length for the
given technology. The extended LAN can be much longer since aframe can
be forwarded by several bridges across multiple LANS.

Reduced traffic — The bridge does not forward local traffic. Thus, if alarge
LAN is partitioned into several smaller LANSs by bridges, the total trafficis
reduced by the amount of traffic that is localized to each of the smaller
LANS.

I nterconnection of different L ANs— Bridges allow the interconnection of
LANSs that can employ dissimilar media access control (MAC) or different
physical media. This allows network designersto use the type of LAN that is
best suited to the network design and environmental requirements. This con-
cept is often expanded to include links into the wide area network (WAN)
environment.

L AN availability — The spanning tree algorithm (refer to Chapter 3) allows
redundant paths to be physically configured. This can improve the availabil-
ity of services on the extended LAN.

M anagement availability — AsaLAN interconnection device, the bridgeis
idedlly situated to aid in LAN and extended LAN management. LAN utiliza-
tion, error monitoring, and bridge throughput are all valuable capabilities that
can easily be provided by a bridge management entity within the bridge to
either alocal or remote management station. Other important capabilities are:

— Error isolation

— LAN fault partitioning
— Statistics gathering

— Topology information
— Access control

— Nodelocations

Bridge and Extended LAN Reference



1.4 Bridge Concept

A bridgeis a protocol-independent device that connects local area networks, pro-
vidinglogical datalink servicesfor al stationsonthoseattached LANs. Conceptual -
ly, the bridge can aso be thought of as adatalink relay that forwards framesto or
from the MAC sublayers and the physical channels of the attached LANS, thus pro-
viding datalink connectivity between them (see Figure 1-4). The actual implemen-
tation of these services often leads to a blend of several layers of the International
Organization for Standardization (1SO), Open Systems I nterconnection (OSl) mod-
el. Sections 1.4.1 through 1.4.4 describe the network devicesin more detail.

Physical

Figure 1-4: 1SO/OSI Reference Model
Application I
Presentation I
Gateways
Session I
ISO/OSI
Model
Transport I
Network I Routers I
|EEE Data Link I Bridges I
802
Standard

Repeaters I

LKG-4485-90I
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1.4.1 Repeaters

AsshowninFigure 1-5, repeatersoperate on the Physical layer of thel SO/OSI mod-
el and aretransparent to the upper layers. Repeaters do not use addressing. They pro-
videabit store-and-forward function while amplifying and restoring timing margins
to the packet bit stream.

Figure 1-5: Repeaters and the Physical Layer
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Repeaters are also useful for overcoming the limitations of physical media. All
cables have attenuation, introduce noise, and are subject to faults. Repeaters can
overcome these types of limitationswhile providing topol ogical flexibility, such as
allowing a bus topology to become a branching tree topology.
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1.4.2 Bridges

Asshown in Figure 1-6, bridges operate on the Data Link layer and are transparent
to layers at and above the Network layer in the ISO/OS|I model. Bridges interpret
mediaaccess control (MAC) addresses of the network and forward datalink frames.

Figure 1-6: Bridges and the Data Link Layer

Application I Application I

Network
| BRIDGE i
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| |
Data Link | Data Link Data Link | | Data Link I
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L — _
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Although bridges operate one layer lower than routers (just below the Network lay-
er), the gap between the two types of devices sometimes overlap asmoreintelligent
bridges actually look beyond the datalink frame into the Network layer frame. This
functionality allowsthebridgetofilter traffic based on protocol typeor even particu-
lar data bit patterns, while remaining transparent to upper layers. Digital’s LAN
Bridge 200 and DECbridge 500/600 series are designed this way.
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1.4.3 Routers

AsshowninFigure 1-7, routers operate on the Network layer of thel SO/OSI model
and are specific to agiven routing protocol. Network addressingisused at thislayer.

Figure 1-7: Routers and the Network Layer

Application I Application I
Transport Transport I
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1 T 1 ]
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LKG—-4488-90I

Routers operate on protocols (such as DECnet, Transmission Control Protocol/In-
ternet Protocol (TCP/IP), XNS, or other standard protocols) and only passthetraffic
of the protocol typesthat it is designed to support.
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1.4.4 Gateways

Asshown in Figure 1-8, gateways refer to the class of devices operating above the
Network layer of the |ISO/OSI model.

Figure 1-8: Gateways and the Application Layer
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Gateways provide different types of trandation functions, including network ad-
dress, coding, accesstype, or applications(such asMail gatewaysand DECnet/SNA
gateways).
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1.5 Bridge Model

The bridge model (see Figure 1-9) represents the major functional blocks of a
bridge.

Figure 1-9: Bridge Data Path Functional Model

Management entity

Spanning tree entity

Forwarding database |

Protocol
database

Address
database
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<—— Physical medium ———
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Legend:
- Data flow interface
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Each of thefunctional blocksrepresented inthe model isbriefly described inthefol-
lowing sections. A detailed description of the functional blocks, including their in-
teractions, is provided in Chapter 2 through the use of an expanded bridge model.

1.5.1 Port Interfaces

The ports provide transmit and receive services to the forwarding and translating
process module and to the management entity. The bridge architecture allowsfor an
unlimited number of ports.

Port interfaces on the bridge provide the datalink and physical accessfor the bridge
toeach attached LAN. Bridge portsare specifictothetypeof attached LAN and con-
tain information about the characteristics and status of the Physical layer, datalink,
and internal interfaces. The ports have two service interfaces: an interface that pro-
videsall (error-free) framesto theforwarding and transl ating processmodul e, and an
interfacethat provides servicesto the bridge’ s spanning tree and management entity.
Either service interface can receive or transmit frames to the attached LAN.

1.5.2 Forwarding and Translating Process Module

Theforwarding and trandl ating process modul e receives frames from the port inter-
faces and decides whether to forward or discard the frames based on information
contained in the forwarding database. Frames destined to be forwarded need to be
translated when dissimilar type networks are connected by bridges. The DECbridge
500/600 seriesisan exampleof bridgeswith thisfunctionality. They modify the pro-
tocol header of theforwarded packet to makeit compliant withthenetwork itisbeing
forwarded to, and recal cul ate the Cyclic Redundancy Check (CRC). In addition, if
thesizeof anInternet Protocol (1P) frameislarger than theframesizealowed by the
bridge’ s outbound port, the DEChbridge 500/600 seriesfragmentstheframeinto sev-
eral smaller packetsto accommodate the requirementsof therecipient LAN (referto
Section 2.1.3 for more information).

1.5.3 Forwarding Database

Theforwarding database consists of the address database and the protocol database.
Thebridgeforwards dataframesbased on the destination addresses, source address-
es, and protocol information contained in these associated databases.
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1.5.4 Address Database

Theaddressdatabase containsalist of known sourceaddressesintheextended LAN.
Each address contains a port number that the bridge associates with the station’s
source address. Special addresses (such asthe bridge’s own address) are permanent-
ly placed inthetable. A user with management software can set othersin thetableif
desired. Other status may be associated with each addressand will bediscussed | ater.

1.5.5 Protocol Database

The protocol databaseis set up only by the management entity and may not be pres-
entinall bridges. It containsalist of protocolsand thetypeof servicethat they would
receive. The forwarding and trand ating process modul e uses the protocol database
to decide whether the protocol contained in the frame should beforwarded. A frame
isonly forwardedif it passesall filtersthat were enabled in theforwarding and trans-
lating process module. Moreinformation on protocol filtering is provided through-
out this manual (refer to the index).

1.5.6 Management Module

The management modul e executes all bridge-rel ated management functionsand, in
general, has control and status access to the entire bridge. This module can receive
and respond to network management requests from management stations. For sim-
plicity inthemodel, the management modul e can al so bethought of ascontainingthe
spanning tree entity.

1.5.6.1 Management Entity
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There can be one or more management entitieswithin themanagement moduleinthe
bridge. Although management entitiesarenot required, most bridgesprovideat | east
oneentity that enablesremoteusersto gather statisticsand stateinformation fromthe
bridge. This can be accomplished from acrossthe attached LANs or through adedi-
cated external interface.

The status LEDs and switches on a bridge are a dedicated local management entity
that is also contained in the management module.
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1.5.6.2 Spanning Tree Entity

The spanning tree entity contains theimplementation of the spanning tree algorithm
that determines the state of the ports. By controlling which ports are enabled on the
bridge, the spanning tree entity can resolve ageneral mesh topology of any configu-
ration of bridgesand LANsinto afully connected spanning tree. A spanning treeen-
sures full connectivity in the extended LAN while avoiding data link loops.

1.6 Services Provided by Bridges

Services provided by bridges include:

Store-and-forward capability — Bridges receive, check, and transmit
frames to other LANS, enabling the configuration of extended LANS.

Framefiltering based on address — Using the address database and the
source and destination address from incoming frames, the forwarding and
tranglating process modul e isolates the traffic that should not be allowed on
other LANSs. This action reduces the total data traffic on an extended LAN by
not forwarding the packets that have local destination addresses or packets
that are not allowed to be forwarded. Thisincreases bandwidth efficiency.

Data Link layer relay — Operation at this layer makes the bridge transpar-
ent to the protocols that use the LAN connectivity service. This protocol
transparency is a key factor in the extended LAN service.

Dynamic address lear ning — The forwarding and translating process mod-
ule automatically adds new source addresses to the address database while
the bridge is operating. Thisreverse learning of the address and port associ-
ation allows automatic configuration of the network without prior downline
loading of configuration data to the bridge. Note that the address learning is
protocol and management entity independent. This process allows a plug and
play philosophy to be applied to extended LAN growth.

Port independence — An implementation can be built into bridges for any
compatible data link. When data links are not compatible, services can only
be offered that are compatible to both data links used by the forwarding and
translating process module.
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Automatic backup (using redundant bridges) — The spanning tree entity,
with its Mesh Topology Resolution algorithm, can be used to provide redun-
dancy and increased availahility in the extended LAN environment.

Trandation — Digital’s DECbridge 500/600 series units are IEEE
802.3/Ethernet-to-FDDI translating bridges (as opposed to encapsulating type
bridges, which require a de-encapsul ation device at the receiving end). Trans-
lating type bridges guarantee interoperability and transparency to upper level
protocaols, by creating packets that are standard on all LANSs.

The following services are either not specified in the IEEE 802.1d standard or are
optional:

Softwar e available for enhanced management ability — All bridges can

run optional management entity code to allow remote access. This manage-

ment capability allows the setting of addresses and protocols and the exami-
nation of the entire address database for determining node locations.

Protocal filtering — Using network management software, a user can speci-
fy protocols that the bridge will filter regardless of the source or destination
address.

Special links — Implementations may embed special link technologies, such
as microwave transmission, to provide connectivity across special environ-
ments.

Downline load capabilities— Digital’s DECbridge 500/600 series supports
anetwork device upgrade utility that lets you upgrade the bridge firmware
from either a VM S-based or ULTRIX-based host system. The utility is
supplied with the upgrade software.

Fragmentation — 802.3/Ethernet LANs do not have the capability to handle
large frame sizes created by FDDI LANS (up to 4500 bytesin length). To en-
sure that 802.3/Ethernet frame size restrictions are not violated when frames
cross the FDDI-t0-802.3/Ethernet bridge, Digital’s DEChbridge 500/600 series
performs a process called fragmentation on large Internet Protocol (1P)
frames. The bridge performs the fragmentation process on frames that are
larger than the frame size allowed by the outbound port. Refer to Section
2.1.3 for more information about the fragmentation feature.
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1.7 Other Capabilities

The LAN Traffic Monitor (LTM) offered by Digital operates on the LAN Bridge
100and LAN Bridge 150 hardware base. Whileconfigured asan LTM, thesedevices
relinquish their bridge function and operate only as LTM listeners. In this mode of
operation, the listener gathers network information for statistical analysis by are-
mote station. A standby LAN Bridge 100 or LAN Bridge 150 can be enabled to be-
come an LTM. However, while in this mode of operation, the device no longer
participates in the spanning tree computation process.

This guide does not detail LTM capabilities. For more information about Digital’s
LAN Traffic Monitor, refer to the LAN Traffic Monitor User’s Guide.

Refer to Appendix A for alist of features offered with Digital’s bridge family.
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2

2.1

Bridge Operation

This chapter provides a detailed description of bridge operation through the use of
the bridge model introduced in Chapter 1. The model has been expanded to show the
internal interfaces that connect the individual function modules of the bridge. De-
tailed descriptions of the function modules are also provided in this chapter.

Thischapter al so explainsand describesthedifferent statesthat exist withinabridge.
Bridges use these states to automatically control data flow within the bridge. The
states can also be affected by the intervention of bridge management software and
from the operation of the spanning tree algorithm. Understanding these states and
their relationships is necessary in defining the operations of the components that
make up the bridge model.

Bridge Model

Figure 21 shows the various interfaces associated with the individual function
modules of the bridge model. Although the model shows atwo-port bridge, the de-
scriptions aso apply to multiport bridges (bridges with more than two ports).
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2.1.1 Bridge Model Internal Interfaces

Asshowninthebridge model (see Figure 2-1), there arethree categories of internal
interfaces:

* Management entity control and status interfaces — The management enti-
ty has a control and status interface into each of the function modules of the
bridge. The management entity performs operations through these interfaces.
The operations include:

— Initialization (and self-test)

— Gathering status and statistics

—  Setting state

— Setting information or characteristics
— Enabling or disabling afunction

Notice that because the only control path to the protocol database is from the
management entity (see Figure 2-1), only the management entity can add
information to the protocol database.

e Other contral interfaces — The spanning tree entity has a control interface
to each port. In many ways, this entity is similar to the management interface
in the bridge, but is limited to controlling the port’s data path to the forward-
ing and translating process module.

The control interface from the forwarding and translating process module to
the address database allows the forwarding and translating process to add
new addresses to the address database. Addresses that are currently in the ad-
dress database may have their status updated al so.

* Data flow interfaces— The data flow interfaces allow the bridge's function-
a modulesto pass data frames.

Thefollowing sectionsprovidedetailed descriptionsof theindividual function mod-
ules that make up the bridge model.
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2.1.2 Ports

The ports (see Figure 2-2) arethe bridge'sinterfaceto its attached LANSs. The ports
consist of adatalink section and a physical channel attachment section, and their
associated interfaces.

Figure 2—2: Port Module Block Diagram
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Thedatalink section and physical channel attachment section correspond to thetwo
lowest layers (Data Link and Physical) of the International Organization for Stan-
dardization model for Open Systems Interconnection, see Figure 1-4. Theselayers
definetheel ectrical and mechanical aspectsof connecting to aphysical medium. To-
gether, they make it possible for devices to connect to a physical medium and to
transmit and receive data over the channel.

Each port has a data interface to the forwarding and trandating process module,
management entity, and spanning tree entity. The ports pass frames (from packets
received from the external interface) to these modules through these interfaces.
Frames passed to the port from these modules are sent to the external interface.
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2.1.2.1 Port States

Thebridge portscontain the datalink functionsthat provide thetransmit and receive
capabilitiesonaloca network. Thebridgeportsareawaysin oneof six states. These
states are:

* INIT — The corresponding datalink isinitializing or testing itself. All data
flow interfaces are off.

* DISABLED — The port is disabled by the management entity. The port is
only available for receiving and transmitting management messages to and
from the management entity.

The management entity interface is enabled for transmitting and receiv-
ing frames to and from the attached LAN.

The interface to the forwarding and translating process module is dis-
abled.

The interface from the forwarding and trandlating process module is dis-
abled.

The spanning tree entity interface is disabled for transmit and receive op-
erations.

* BROKEN — The port is broken and cannot be relied on to provide valid
frame transmit and receive operations. All data flow interfaces are off.

The management entity interface is disabled for transmitting and receiv-
ing frames to and from the attached LAN.

The interface to the forwarding and tranglating process moduleis dis-
abled.

The interface from the forwarding and translating process module is dis-
abled.

The spanning tree entity interface is disabled for transmit and receive op-
erations.

¢ PREFORWARDING — This state is divided into two substates, L | STEN-
ING and LEARNING.
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In the first half of the PREFORWARDING state, the port isin the LISTEN-
ING state. During this substate, it only receives frames destined to it.

In the second half of the PREFORWARDING state, the port isin the
LEARNING state. During this substate, the forwarding and tranglating pro-
cess module is placing new source addresses in the address database and the
bridge is about to begin the frame relay service. The portswill all remain in
the PREFORWARDING state for atime interval controlled by the spanning
tree entity.

— The management entity interface is enabled for transmitting and receiv-
ing frames to and from the attached LAN.

— Theinterface to the forwarding and translating process module is enabled
(LEARNING substate only).

— Theinterface from the forwarding and translating process module is dis-
abled.

— The spanning tree entity interface is enabled for transmit and receive op-
erations.

FORWARDING — Thisisthe bridge’'s normal operation state. Normal
frame relay service will be provided on an extended LAN spanning tree.

— The management entity interface is enabled for transmitting and receiv-
ing frames to and from the attached LAN.

— Theinterface to the forwarding and tranglating process module is en-
abled.

— Theinterface from the forwarding and translating process moduleis en-
abled.

— The spanning tree entity interface is enabled for transmit and receive op-
erations.

BACKUP — The spanning tree entity has disabled the data flow interface to
the forwarding and translating process module. This port is not active in the
frame relay service, but will continue to monitor the LAN for management
and spanning tree information.

— The management entity interface is enabled for transmitting and receiv-
ing frames to and from the attached LAN.
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— Theinterface to the forwarding and translating process module is dis-
abled.

— Theinterface from the forwarding and translating process moduleis dis-
abled.

— The spanning tree entity interface is enabled for transmit and receive op-
erations.

2.1.2.2 Port State Transitions

The port can change from any other state to the INIT state if it determines that it
would fail initialization. Figure 2—-3 shows the port state transitions.

Figure 2-3: Port State Transitions
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Themanagement entity periodically attemptstorestart aport that isinthe BROKEN
state.
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2.1.2.3 Frame Aging

When aport dispatchesaframetotheattached LAN, theframeisheld residentinthe
port transmit queue until the data link can send the frame. This queue can become
largewhen the port encounterscongestion on theoutbound LAN, thuscausing frame
transmit delays.

The frame aging (or packet aging) process ensures that the extended LAN does not
contain dataframesthat were held resident in thetransmit queuelonger thanthetime
limits required for certain Transport level protocol timers. The port del etes frames
that are held resident too long in the bridge.

Theframe agetimeis measured from the reception of the last byte of the CRC from
the inbound LAN to the start of transmission of the destination address on the out-
bound LAN. Frames are held within the bridge no longer than 2 seconds.

2.1.3 Forwarding and Translating Process Module
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Theforwarding and trand ating process modul e (see Figure 2—4) providestheframe
forwarding function between bridge ports. This function, depending on the type of
bridge, can include some or all of the following features:

* Frame Forwarding
e Trangdation

* Fragmentation

e Learning

After the bridge is initialized, the forwarding and translating process is active and
has a number of counters and statistics that the management module can obtain
through the management interface.
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Figure 2—4: Forwarding and Translating Process Module Block Diagram
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2.1.3.1 Frame Forwarding

The forwarding and translating process modul e usesitsinterfacesto the forwarding
database modul e to determine whether aframe should be forwarded and which port
shouldreceivetheframe. Thebridgeforwardsframesto an outbound portif al of the
following conditions are true:

e Theframe was not received from that port.
* The source addressfilter is not set to discard the specific frame.
* Theprotocol type filter is not set to discard the specific frame.
* And any one of the following three conditionsis also true:
— Thedestination address of the frame is known to reside on that port.

— Theforwarding and trans ating process module does not know which port
the destination address resides on (flooding).

— Thedestination address is amulticast or a broadcast address (that has not
been set to discard by bridge management).

Digital’sDECbridge 600 series multiport bridgeshave aspecial filtering featurethat
enables network management to specify forwarding/filtering criteria on a per-port
basis. Chapter 6 contains examples of this feature.
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Once the bridge decidesto forward aframe, the frameistrandated if the outbound
port is connected to adissimilar type LAN (refer to Section 2.1.3.2).

2.1.3.2 Translation
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The DECbridge 500/600 series performs frame trandation (rather than encapsula-
tion) when forwarding aframe between the dissimilar LANSsit interconnects. Frame
tranglation meansthat framesthat areto beforwarded arefirst converted into the na-
tive frame format of the destination LAN. Thus, trandation type bridges allow sta-
tions on the FDDI LAN to communicate transparently with stations on the
802.3/Ethernet LAN. Notethat theframeformatsfor FDDI, 802.3, and Ethernet are
al different (see Figure 2-5).

Figure 2-5: Frame Formats
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Trand ation from the |EEE 802.3 frame format to the FDDI frame format is fairly
straightforward, since both FDDI and 802.3 frames should have an 802.2 Logical
Link Control (LLC) header. However, when tranglating a frame from the Ethernet
format tothe FDDI format, an 802.2 L L C header must be be generated that conforms
to Internet standard RFC 1042.
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A standard 802.2 LLC header is created for Ethernet format frames to be sent on
FDDI asfollows:

* Both the Destination Service Access Point (DSAP) and Source Service Ac-
cess Point (SSAP) values are set to Sub-Network Access Protocol (SNAP)
AA hex.

e The Control field isset to U_I (Unnumbered Information), which has avalue
of 03.

e The Organizationally Unique Identifier (OUI), the first 3 bytes of the
Protocol Identifier (PID), is set to 00-00-00 (the Ethernet OUI).

* Theremaining 2 bytesin the PID are set to the Ethernet Protocol Type (PT).

Whentranglating aframefromthe FDDI format to the Ethernet format, the processis
reversed to generate an Ethernet format frame from an FDDI frame.

Digital has added a specia feature to trandating bridges to help ensure that
802.3/Ethernet packetstransferred between pairsof bridgeswill beretrandatedinto
their original format. A table in each bridge contains the PIDs of special protocols
that could otherwise be retrandated into the wrong format. The AppleTalk PID is
entered into the table by default.

2.1.3.3 Fragmentation

The DECbridge 500/600 series is capable of performing IP fragmentation on 1P
packetsreceived on the FDDI that are to beforwarded on the Ethernet, but arelarger
than the maximum packet size that Ethernet supports.

The maximum FDDI packet size, including the CRC, is 4495 bytes. The maximum
Ethernet packet sizeis 1518 bytes. RFC 791, the standard that describesthe Internet
Protocoal, specifiestherulesfor fragmentation when thereisamismatchinmaximum
data link size between the source and destination data link.

The DECbridge 500/600 series breaks up the received packet into legal Ethernet

framesin accordancewith thisspecification. An1Pheader isgenerated for each frag-
ment generated, and re-assembly of these fragmentsis done by the destination node.
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Note that | P fragments are generated only when the IP fragmentation switch is en-
abled (by the management software), the Don’t Fragment (DF) bitinthelPheader is
clear, and the IP header iserror-free. The | Pfragmentation switch can beusedto dis-
ablefragmentation and isenabled by default. If the switch is enabled but fragmenta-
tion is not occurring, the reason for dropping the IP packets can be detected by
examining thel Pfragment-rel ated counters. Seethe documentation on your network
management software for more information.

2.1.3.4 Learning

The forwarding and tranglating process module is responsible for adding unknown
source addressesto the addressdatabase. The modul eusesthe control interfacetothe
address database for thisfunction. When aframeisreceived from an attached port,
both source and destination addressesare checked for their dispositioninthe address
database. If the sourceaddressisnot listed, it isadded to the addressdatabase withits
associ ated port address. Whilenew source addresses can be added by theforwarding
and trandlating process module, only the bridge management entity can set asource
address permanently in the table with special status, such as, not allowed on a given
port.

The address database deletes normally learned addresses from the database if the
source addresses are not heard within aspecified time. Thistimer valueis provided
tothe addressdatabase by the spanning treeentity. Entries set by bridge management
are not timed out.

2.1.4 Forwarding Database
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The forwarding database (see Figure 2—6) has two distinct entities: the protocol da-
tabase and the address database. The protocol database is optional and may not be
present onall bridges, or it may only be partially implemented. The addressdatabase
isrequired in al bridges.
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Figure 2-6: Forwarding Database Block Diagram
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2.1.4.1 Protocol Database

The protocol database is used by the forwarding and trand ating process module to
help decide the disposition of framesreceived from the attached ports. The protocol
database is controlled only by the bridge management entity, which is responsible
for adding or deleting the protocol entries from the database.

2.1.4.2 Address Database

Upon initialization, the following addresses can be in the address database:

The bridge’s own physical address(es)
* Digita’s“All Bridge Multicast Address’ = 09-00-2B-01-00-00

e Digital’s LAN Bridge 100 Spanning Tree Multicast Address =
09-00-2B-01-00-01

e The 802.1d Spanning Tree Multicast Address = 01-80-C2-00-00-00
* Addressesto befiltered as specified in the IEEE 802.1d specification

* Addresses specified by the management entity
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The management interface to the address database all ows the management entity to
determine the number of addresses in the database, address age, address value, and
port association. It can also set other available information, including setting an
entry, to reside permanently in the address database.

2.1.5 Management Entity

2-14

The management entity (see Figure 2—7) has management responsibility for the op-
eration of the bridge and provides control and statusinput to each function module
within the bridge.

It provides the following capabilities:

e [|nitiaizing (and self-test)

e Status and statistics gathering

e Setting state

»  Setting information or characteristics

* Enabling or disabling afunction

*  Providing remote management capability

* Providing alocal management interface
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Figure 2—7: Management Entity Block Diagram
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2.1.5.1 Protocol Database Access

The management entity has control access to the protocol database. The manage-
ment entity isthe only entity that can add or delete entries. The protocol databaseis
awaysiinitialized with no entries set (all protocols forwarded).

2.1.5.2 Address Database Access

Themanagement entity has control accessto the addressdatabase. The management
entity can add anumber of known addressesto the address database for specific use.

2.1.5.3 Spanning Tree Entity Access

The management entity has control and status accessto the spanning tree entity. The
management entity uses its interface to the spanning tree entity to determine the
spanning tree characteristics, the root of the spanning tree, and other spanning tree
entity information. Thisinterfaceisalso used to set other spanning tree parameters,
such as priority and line cost.
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2.1.6 Spanning Tree Entity
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Extended LAN configurations cannot include any datalink loops. If aloop wereto
occur, packets transmitted onto the extended LAN could circulate around the loop
indefinitely. To prevent data link loops from occurring, the bridge has a specia
built-in spanning treeentity that can detect thelooped configuration. Thebridgeuses
the spanning tree entity to disablethe port’sinterface to the forwarding and transl at-
ing process modulefor any path involving aloopin an extended LAN topology. The
spanning tree entity (see Figure 2-8) provides this function in a bridge.

Figure 2-8: Spanning Tree Entity Block Diagram
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The spanning tree computati on process providesthefollowing featuresthat enhance
extended network capability:

e Loop detection

e Automatic backup (using redundant bridges)
* Determinism

* Low network overhead

e Self-maintenance

e Management
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Thespanning treeentity’scontrol interfaceto the bridge portsis used to gain control
over the state of any bridge port. Refer to the Port State diagram (see Figure 2-3) for
these states.

Thespanning treeentity’scontrol interfaceintothe addressdatabaseisfor settingthe
addressagetimer value. Typically, thisvalueis 2 minutesbut is shortened to 30 sec-
onds when the spanning tree entity detects a reconfiguration of the spanning tree.

The management entity hasacontrol input interfaceto the spanning tree entity. This
control input interfaceisused by bridge management to gather state and statusinfor-
mation and to control input, such as setting the root priority.

2.1.7 Bridge States

Thebridge can beinoneof four statesduring itsoperation (notethat bridge statesare
distinct from the port states described in Section 2.1.2.1):

* OFF — Power is OFF. The bridge is not operating.

* |INIT — Thebridgeisinitiaizing all of the functional modules. This can in-
clude a self-test of each module.

e OPERATE — Thebridgeis performing all of its functions and at least one
of its portsis operational.

* BROKEN — The bridge has detected afatal error condition within itself.

The bridge can transition between states as shown in Figure 2-9.

When powered on, the bridge automatically entersthe INIT state. It can go back to
the OFF state only by being powered off. If theinitialization issuccessful, the bridge
enters the OPERATE state. If the initialization fails, the bridge reenters the INIT
state or goestothe BROK EN state, depending onthe nature of thefailure. Thebridge
only staysinthe BROKEN statefor fatal errors; otherwise, it periodically retriesini-
tialization.
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Figure 2-9: Bridge State Transitions
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The management entity can reset the bridge, however, not all of these states may be
available through the bridge management interface. For example, if the bridgeisin
theBROKEN state, the management entity could not remotely communicatethisin-
formation.

The bridge can change states from OPERATE to INIT at any timeif it determines
that it would fail initialization and test.

The states shown for the bridge are effectively the combined states of the portsand
the proper operation of all the bridge functions. For example, if all portswereinthe
BROKEN state, then the bridge (since it could not provide the relay service at all)
would also be in the BROKEN state.

If any port wasnotinthe BROK EN stateand could beproperlyinitialized, thebridge

would go to the OPERATE stateto allow the management entity to provideinforma-
tion on the current bridge status to network managers.
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3

3.1

3.1.1

The Spanning Tree

Thischapter explains how the spanning tree algorithm configures and maintainsthe
spanning treein an extended LAN. Animplementation of the algorithmiscontained
in the spanning tree entity shown in the bridge model (see Figure 2-1).

Every extended local area network of any mesh complexity islogically configured
into anetwork topology called aspanning tree. Thisisaccomplished by acontinu-
ous, distributed process that is determined by the spanning tree algorithm. The
spanning tree algorithm ensures that the configuration contains no loops (that there
isonly one path between any two nodes) and that all LANSs are connected.

This chapter assumes that bridges have only two ports, although all concepts and
procedures discussed in the chapter can be applied to multiport bridges.

The Spanning Tree Algorithm

This section discusses the two different implementations of the spanning tree ago-
rithm used by Digital’s bridges, the properties of the algorithm, and how the algo-
rithm computes the spanning tree.

Implementations of the Spanning Tree Algorithm

Digital bridgesuseeither of two implementations of the spanning treealgorithm: the
implementation used by Digital’sLAN Bridge 100 or theimplementation described
by the IEEE 802.1d MAC Bridge specification. Both implementations produce
identical spanning tree logical configurations for any network configuration.
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Digital’s bridges (such as the LAN Bridge 150, LAN Bridge 200, and DECbridge
500/600 series), havean auto-sel ect feature (refer to Section 3.3) that enablesthemto
functionineither LAN Bridge 100 spanning tree mode or 802.1 spanning tree mode.
These bridges can be in the same extended LAN with either LAN Bridge 100 or
802.1 bridges.

3.1.2 Properties of the Spanning Tree Algorithm

The spanning tree agorithm has the following properties:

L oop detection — If bridges are accidentally configured in aloop, the algo-
rithm computes a loop-free portion of the topology.

Automatic backup (using redundant bridges) — Bridges can be deliber-
ately configured in aredundant path so that one of the bridgesin the loop can
serve as the backup for another. The process automatically configures are-
dundant bridge as a backup bridge. The backup bridge does not forward
frames.

Determinism — A fixed set of rules controls the process so that when vari-
ables change, the results are predictable.

L ow networ k over head — The messages that control the spanning tree are
usually transmitted at 1-second intervals (default), thus using a very small
percentage of the available network bandwidth.

Management — The algorithm allows tuning of parameters by management
to control the topology.

3.2 The Spanning Tree Computation Process

The spanning tree computation process is continuous, setting up the spanning tree
when bridges areinitialized and maintaining the spanning tree afterward. Establish-
ing the spanning tree involves these steps:

1. Bridgesin the extended LAN elect a unique root bridge.

2. Bridgesinthe extended LAN elect a designated bridge for each LAN.

3. Redundant paths are removed from the logical spanning tree.
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The spanning treeis self-maintaining, and performsthese functions after it is estab-
lished:

Replaces a broken forwarding bridge with a backup bridge.
Removes a redundant bridge when aloop is detected.

Maintains address timers that control the aging of forwarding database ad-
dress entries.

3.2.1 How Bridges Communicate with Other Bridges

The spanning tree algorithm is adistributed process in which all bridgesin the ex-
tended LAN participate. Each bridge maintains information about itself and the
spanningtreeindatabases. onedatabasefor thebridge spanning tree parameters(de-
scribed in Section 3.4) and one database for each bridge port for port spanning tree
parameters (described in Section 3.5). These parameters are used in computing the
spanning tree and in providing results of the spanning tree computation.

Bridges communicate with each other with a minimum-size packet called aHello
message, referredtointhel EEE 802.1d specification asaConfiguration Bridge Pro-
tocol Data Unit (BPDU). The Hello messages provide the following information:

Best Root

Cost to Root
Designated ID
Designated Port
Root Age
Forward Delay
Listen Time
Hello Time
Hello Flags

Refer to Section 3.4 for a description of the bridge spanning tree parameters.
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3.2.2 Determining the Root Bridge

34

Each spanning tree has a unique root bridge. The root bridge initiates Hello mes-
sagesthat propagate to other bridgesin the extended LAN and dictates the val ues of
certain spanning tree parameters for other bridges.

Theroot bridgefor the spanning treeisthebridgewith thelowest bridgelD. A bridge
ID consists of the value of the bridge’ s Root Priority spanning tree parameter and its
address. (Each port of amultiport bridge hasadifferent address; the bridgeaddressis
one of the port data link addresses.)

Thebridgesintheextended LAN determinetheroot bridge by following these steps:

1. When abridgeis powered up, it sends out a Hello message on each port,
claiming to be the root bridge of the extended LAN. The bridges adjacent to
the sending bridge receive its message. Figure 3—1 illustrates the propagation
of Hello messages among three bridges in a network segment at initialization.

In this network segment, Hello messages sent by bridge B1 are received by
B2; Hello messages sent by bridge B2 are received by B1 and B3; and Hello
messages sent by bridge B3 are received by B2.

This Hello message identifies the sending bridge as the root bridge by speci-
fying its bridge ID asthe Best Root parameter. The sending bridge stores this
parameter in its spanning tree database.

2. When abridge receives a Hello message, it compares the Best Root value in
the message to the value of the Best Root parameter in its spanning tree data-
base.

a. If the Best Root in the incoming Hello message contains better root infor-
mation (a lower bridge ID), the bridge determines that the bridge that sent
the Hello message is the root bridge.

The receiving bridge ceases to declare itself the root, stores the new root
information that it received in its spanning tree database, and marks the
port on which it received the better Hello message asthe inlink. At the
next Hello interval, this bridge will send a Hello message, on the other
port, that identifies the new root bridge as the Best Root.

Bridge and Extended LAN Reference



Figure 3-1: Propagation of Hello Messages at Initialization
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b. If the Best Root in the Hello message does not contain better root infor-
mation, the bridge will continue to send its own Hello message at each
Hello interval on both ports.

Theroot bridge sends a Hello message at each Hello interval. Each
bridge sends a Hello when it receives one on its inlink. At each subse-
guent Hello interval, each bridge sends a Hello message that declares the
root bridge in the Best Root field.
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3. Eventualy, each bridge in the spanning tree knows the bridge ID of the root
bridge. The root bridge initiates Hello messages, sending them on both its
ports. Other bridges receive these messages on their inlinks and generate their
own Hello messages, sending the messages to other bridges further from the
root. Figure 3-2 shows the results of the process after stabilization.

Figure 3—2: Determination of Root Bridge
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3.2.3 Determining Designated Bridges

Thedesignated bridge for aLAN isthe bridge that logically connectsthe LAN to
the next LAN closer to the root. This meansthat it provides forwarding service for
that LAN. Each LAN has only one designated bridge.

Each port that connectsabridgetoaL AN hasalinecost, whichisaval ueassociated
with the port. The root path cost for a bridge is the sum of the line costs for each
inlink between the bridge and the root bridge. A designated bridgefor aLAN isthe
bridge connected to the LAN that has the lowest root path cost to the root bridge.
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If the root path cost for two bridgesisthe same, the designated bridge isthe bridge
with the lower bridge I D (tie-breaker). The root bridgeis the designated bridge for
both LANSsit connects; all other bridges may bethedesi gnated bridge onany port but
the bridge’'sinlink.

Figure 3-3 showsan extended L AN that consistsof four bridgesand four LANs. The
figurelabelsbridge ports and markseach bridgewith itsbridge | D; the Root Priority
precedes the bridge’s address. All line costs are 10, their default value.

Figure 3-3: Determining the Root and Designated Bridges in aLooped Con-
figuration
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The following sequence describes how this extended LAN stabilizes.

1. Atthefirst Hello interval, the following occurs:

a

B1 receives Hello messages from B2 and B3 and compares addresses to
determine the Best Root. B1 has the lowest bridge ID because its Root
Priority islowest, so it will continue to declare itself the root bridge and
the designated bridge for LANs A and B in its next Hello message.

B2 receives Hello messages from B1 and B4 and compares addresses,

determining that B1 isthe Best Root. Thus, port Lisitsinlink. B2 will

continue to declare itself the designated bridge for LAN C and will de-
clare Bl asthe Best Root in its next Hello message. At the next Hello

interval, B2 will send a Hello message on port 2 to B4.

B3 receives Hello messages from B1 and B4 and compares addresses,
determining that B1 isthe Best Root. Thus, port 1isitsinlink. B3 contin-
uesto declareitself as designated bridge for LAN D and declares B1 as
the Best Root in its next Hello message. At the next Hello interval, B3
sends a Hello message on port 2 to B4.

B4 receives Hello messages from B2 and B3 and compares addresses,
determining that B4 is the Best Root because it has the lowest bridge 1D
(priorities are the same). B4 continues to declare itself the designated
bridge for LAN C and LAN D and declaresitself asthe Best Root in its
next Hello message.

2. Atthe second Hello interval, the following occurs:

a

b.

B1 sendsits Hello message to B2 and B3 (as before).

B2 receives Hello messages from B1 and B4, indicating no change in in-
formation.

B3 receives Hello messages from B1 and B4 (the | atter declaring B4 as
the Best Root). B3 compares addresses and determines that B1 isthe Best
Root. At the next interval, B3 continues to declare B1 as the Best Root
and itself asthe designated bridge for LAN D.

B4 receives Hello messages from B2 and B3 on different ports, both de-
claring B1 asthe root bridge, indicating that B4 isin aloop. B4 must de-
termine whether it is the designated bridge for either LAN C or LAN D.
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Both B3 and B4 attempt to become designated for LAN D. B3 becomes
the designated bridge because its Cost to Root is lower (10) than B4's
Cost to Root (20), even though it has a higher bridge ID. Thus, B4 be-
comes a backup bridge. B4'sinlink is port 1, the port on the side of the
bridge with the lower bridge ID (tie-breaker, because the cost to the root
is the same on both sides). Port 1 moves to the FORWARDING state and
port 2 moves to the BACKUP state.

3. Atthethird Hello interval, the following occurs:
a BlsendsitsHello messageto B2 and B3 (as before).
b. B2 receives B1's Hello message and detects no change.
c. B3receives B1's Hello message and detects no change.

d. B4 receives Hello messages on both ports but detects no change. B4 re-
mains a backup bridge.

This Hello message pattern continues until a change is detected.

3.2.4 Port States

At initialization, the spanning tree entity sets each port to the PREFORWARDING
state, because by default it is designated on each port (designated on the LAN to
which the port is connected). During the forward delay, the port state of the inlink
and of the port connecting aLAN to its designated bridge is PREFORWARDING.
After the forward delay, the state changes to FORWARDING.

A port that isnot theinlink and is not designated for any LAN issetto BACKUP. A
bridge with a port in the BACKUP state does not forward frames on either port
(two-port case). A bridge canforward frames only between portsinthe FORWARD-
ING state.

Inthel EEE 802.1d specification, the BACKUP stateiscalled blocking, thefirst hal f
of the PREFORWARDING stateiscalled listening, and the second half of the PRE-
FORWARDING state is called learning.

Port states are described in more detail in Chapter 2.
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3.2.5 One-Way Connectivity

The condition in which a bridge has a broken receiver or transmitter is called
one-way connectivity. Traffic through abridge with one-way connectivity movesin
only onedirection. The spanning tree computation processdetectsthe probleminthe
following way:

Broken Receiver — If abridge receives no frames on a port for a specific
period of time (defined by the No Frame Interval bridge spanning tree param-
eter), it runs alink test.

If the receiver is broken, the port is brought down by setting its state to BRO-
KEN. (This condition may cause the spanning tree to be recomputed.)

A broken transmitter or a broken receiver on an adjacent bridge — Only the
root bridge initiates Hello messages. Other bridges receive Hello messages on
their inlink and send them on the port on which they are designated.

If adesignated bridge receives a Hello message on the port on which it is des-
ignated, and the message contains worse root information, that messageis
called abad Hello message. A bad Hello could be sent by a bridge coming
online after the extended LAN has stabilized (a normal situation that corrects
itself). It could also indicate one-way connectivity in which the receiving
bridge has a broken transmitter or the sending bridge has a broken receiver.

The spanning tree algorithm uses several bridge and port spanning tree parameters
that count bad Hellos and the time interval s between them to distinguish between a
normal and problematic condition:
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Bad Hello Count —The number of bad Hellos.

Bad Hello Limit — The number of bad Hellos that, when reached, triggers a
link test (which may indicate a defective transmitter).

Bad Hello Limit Exceeded Count — The number of times the Bad Hello
Limit has been reached since initialization.

Clear Time Count —The number of successive Hello intervals during which
no bad Hello was received.
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¢ Bad Hello Reset Interval — The number of consecutive Hello intervals
without abad Hello. When the Clear Time Count reaches this value, the Bad
Hello Count isreset. This allows for bad Hellos during initialization of the
extended LAN.

* Possible Loop Flag — Indicates whether the Best Root named in the bad
Hello message is the same as the Best Root known to the bridge receiving the
bad Hello.

If the Best Root values are the same, aloop would exist if the bridge sending
the bad Hello and the bridge receiving it continue to forward.

These parameters work together in the following way:

1. When abridge first receives a bad Hello message, it increments the Bad Hel-
lo Count parameter.

2. During each subsequent Hello interval, the bridge increments the Bad Hello
Count if it receives abad Hello or it increments the Clear Time Count if it
does not receive abad Hello.

If the Best Root in the bad Hello is the same as the Best Root known by the
bridge receiving the bad Hello, the receiving bridge sets the Possible Loop
Flag; otherwise, the bridge resets the flag.

3. After each Hello interval, the spanning tree computation process checks these
counters against the Bad Hello Limit and the Bad Hello Reset Interval.

a. If the Clear Time Count reaches the Bad Hello Reset Interval, the bridge
resets the Bad Hello Count and the Clear Time Count.

b. If the Bad Hello Count reaches the Bad Hello Limit, the bridge incre-
ments the Bad Hello Limit Exceeded Count and performs alink test on
the port receiving the bad Hello messages to determine whether itstrans-
mitter isworking. The bridge resets the Bad Hello Count and Clear Time
Count parameters.

If the link test passes, the bridge sending the bad Hello messages prob-
ably has a broken receiver. This problem will be detected when that
bridge receives no frames for the number of seconds specified by the No
Frame Interval parameter (the test described previously).
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If the Possible Loop Flag is set, aloop will exist if both bridges continue
forwarding. To avoid aloop, the bridge receiving the bad Hellos stops
forwarding frames (enters the PREFORWARDING state on the port re-
ceiving the bad Hell os).

If the bridge sending the bad Hello messages determines that it has a bro-
ken receiver, that bridge will stop forwarding and enter the BROKEN
state on the faulty port. The bridge that received those messages will start
forwarding again.

3.2.6 Topology Changes
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Each bridge maintainsaforwarding database that contai nsstation addresses, the port
on which the addresses are located, and the age of these entries (the number of sec-
ondssincethelast timethe bridge received aframefrom this station). A bridgefor-
wards or filters frames based on the information in its forwarding database.

Thereisonly one active path between two stationsin aloop-freeextended LAN. If a
bridge breaks, stations on one side of the bridge cannot communicate with stations
onthe other side until the extended LAN topology changesto circumvent the faulty
path (assuming that a redundant path exists between these stations).

A topol ogy change occurs when a backup bridge becomes aforwarding bridge. The
path between stations on either side of the broken bridge may change because those
stations can now be reached through the new forwarding bridge. Bridges must up-
datetheir forwarding databases as qui ckly aspossible so that stationsare not isol ated
for long.

The spanning tree entity of each bridge maintains two parameters that affect the
maintenance of their forwarding databases. Forwarding Database Normal Aging
Time and Forwarding Database Short Aging Time. These parameters determinethe
maximum age of an entry in the forwarding database.

e Normal Aging Time — The amount of time a bridge retains an entry for a
learned station address without receiving a frame sent by this station during
normal network operation.

* Short Aging Time — The amount of time a bridge retains an entry for a
learned station address without receiving a frame sent by this station follow-
ing atopology change.
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If theforwarding database hol ding timeistoo short, addresses are removed from the
forwarding database too quickly and network performance suffers because too few
framesarefiltered. However, when atopol ogy changehasoccurred, itisimportant to
use ashorter address database hol ding time so that incorrect station information can
be changed as quickly as possible.

When the new designated bridge startsforwarding, it sends a Topology Change No-
tification (TCN) to the root bridge on itsinlink. Each intermediate bridge sendsthe
TCN to the next bridge closer to the root and sets an Acknowledgment Flag, sent to
the bridgethat sent the TCN initsnext Hello message.Inthe | EEE 802.1d specifica-
tion, the TCN message iscalled TCN BPDU.

Whentheroot bridgereceivesthe TCN, it setsthe Topol ogy ChangeFlaginitsHello
message and begins sending out the modified Hello message. As each bridge re-
ceivestheHello message, it readstheflag and switchesfromtheNormal Aging Time
to the Short Aging Time. The Topology Change Flag is set for the amount of time
specified in the Topology Change Timer for theroot. Figure 34 illustratesthis pro-
cess and the text following the figure describes the sequential process.

Figure 3—4: An Extended LAN Adjusting After a Topology Change
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In Figure 34, bridgesB1 and B2 are operational, and bridge B3 isabackup bridge.
Station X can reach station Y through B2.

If B2fails, station Y on LAN C cannot receive framesfrom station X on LAN B be-
cause the entry for Y in B1's forwarding database instructs B1 to filter frames re-
ceived on LAN B addressed to Y.

When B3 begins forwarding, entriesin B1's forwarding database for addresses on
LAN C (including station Y) are aged out after the Short Aging Time. Bridge B1
learnsthat station Y can be reached on LAN A and adds or updates an entry for ad-
dressY initsforwarding database.

Station X can now communicatewith’Y much sooner thanif theNormal Aging Time
value had been used. Figure 3-5 shows the network segment after B3 replaces B2.

Figure 3-5: An Extended LAN Adjusted
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3.2.7 Repeaters and Simple Bridges

3.3

A repeater isadevicethat forwardsall framesit receives. A simplebridgeisabridge
that may or may not be capable of filtering but does not participate in the spanning
tree. Both repeaters and simple bridges will forward Hello messages like any other
multicast message.

A network inwhich asimplebridge or repeater formsaloop causesthe spanningtree
bridgeintheloopto stop forwarding. A loop consisting of only two simplebridgesis
undetectable and difficult to correct.

LAN Bridge 100, IEEE 802.1, and Auto-Select Bridges

LAN Bridge 100 modelsuse Digital’sLAN Bridge 100 implementation of the span-
ning tree algorithm. |EEE 802.1 bridges use the 802.1 spanning tree implementa-
tion, defined by the IEEE 802.1d, MAC Bridge specification. For agiven physical
topology, both implementations produce the same logical topology because the al-
gorithm is the same in both.

Hello messages used by the two implementations are not compatible; LAN Bridge
100 models cannot interpret 802.1 Hello messages, and 802.1 bridges cannot inter-
pret LAN Bridge 100 Hello messages. The LAN Bridge 150, LAN Bridge 200, and
the DECbridge 500/600 series have an Auto-Select feature that enables them to
functionin either LAN Bridge 100 spanning tree mode or 802.1 spanning tree mode
and interpret both types of Hello messages. Although these Auto-Select bridgescan
interpret both messages, the bridges can only operate in one spanning treemode at a
time.

Thissection discussestheimplicationsof having bridgesthat use both spanning tree
implementations in the same extended LAN.

3.3.1 Combining LAN Bridge 100 and 802.1 Bridges in the Extended LAN

Because LAN Bridge 100 and 802.1 bridgescannot interpret each other’ sHellomes-
sages, anetwork that contains both bridge typeswill produce two separate spanning
trees. The LAN Bridge 100 Hello message istreated as anormal multicast message
by an 802.1 bridge and forwarded. Similarly, 802.1 Hello messagesareforwarded by
LAN Bridge 100 models.
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Figure 36 illustrates a simple topology consisting of two bridges, a LAN Bridge
100 and an 802.1 bridge, placed in paralel.

Figure 3-6: Potential Problem — ALAN Bridge 100 and an IEEE 802.1 Bridge
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Both bridges send Helloson LAN A and LAN B and try to start forwarding. In this
topology, two problems can occur:

1. If thetwo bridges are powered up at the same time, have the same spanning
tree timer values, and have asimilar hardware base, neither would detect the
other; they would start forwarding on both ports at the same time. If the two
bridges send the next Hello message at the same time, they would both re-
ceive their own Hello message at the same time, indicating that they arein a
loop. They would then enter the backup mode, expire themselves, and start
forwarding together, repeating the cycle indefinitely.

This condition is known as thrashing or oscillation. While these bridges
thrash, there is no connectivity between the two LANS. In this situation, the
topology does not stabilize if the timers continue to expire in each bridge at
exactly the sameinterval.
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2. If the bridges are not powered up at the same time, or if their timer values
differ, the topology becomes stable, as only one bridge receivesits Hello
message and becomes a backup bridge. However, the resulting topology is
not deterministic because it would depend on the order in which they were
powered up.

For example, if the 802.1 bridge is added to the network after the LAN
Bridge 100 has started forwarding, the 802.1 bridge would become a backup
bridge because the other bridge appears to be arepeater. It would receive its
own Hello message and detect the loop.

This topology has the following results:

e Two spanning trees are formed. The topology cannot be managed effectively
because not al bridges participate in the same spanning tree.

* Thetopology is not deterministic, which has these implications:

— Network problems are difficult to diagnose. Since the topology is depen-
dent on the order that the bridges are brought up, conditions are not al-
ways reproducible.

— Network performance is unpredictable. The level of performancein vari-
ous parts of the extended LAN will vary, depending on the current topol-

ogy.
— Thetopology cannot be tuned, since its behavior is not predictable.

3.3.2 Spanning Tree Auto-Select Bridges

Bridges having the Auto-Select feature (such asthe LAN Bridge 150, LAN Bridge
200, and the DECbridge 500/600 series) are ableto interpret both LAN Bridge 100
and 802.1 Hello messages. Thus, Auto-Select bridges can be combined with either
LAN Bridge 100 or 802.1 bridgesin a network.

An Auto-Select bridge can run either spanning treeimplementation but can only use

one at agiven time. It may switch to the other mode if required, but it cannot bein
both spanning trees at the same time.
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By default, an Auto-Select bridge powers up as an 802.1 bridge in 802.1 spanning
tree mode. However, as soon as it receives a LAN Bridge 100 Hello message, it
switchesto LAN Bridge 100 spanning tree mode. In LAN Bridge 100 spanning tree
mode, an Auto-Select bridge filters 802.1 Hello messages.

The LAN Bridge 100 Spanning Tree Compatibility switch can force an Auto-Select
bridge to operate in 802.1 spanning tree mode only. This switch should initially be
set to True (Auto-Select mode) if any LAN Bridge 100 (or abridge that configures
with the LAN Bridge 100 spanning tree implementation) is present in the extended
LAN. After migration of all bridgesto the 802.1d standard is complete, the switch
can be set to False (IEEE 802.1 spanning tree mode only).

If theroot bridgeinaL AN Bridge 100 spanning treeisan Auto-Select bridge, it con-
tinuously determines whether it needs to remain in the LAN Bridge 100 spanning
tree mode or can switch to the 802.1 spanning tree mode. The presence of any LAN
Bridge 100 in the extended LAN keeps the Auto-Select bridge in the LAN Bridge
100 spanning tree mode.

TheAuto-Select root periodically pollsthe LAN Bridge 100to seeif itisstill present
intheextended LAN. If theroot getsnoresponseto apoll, it assumesthat the known
LAN Bridge 100 has been removed from the network. It then sends out a multicast
poll messageto all bridgesto determinewhether another LAN Bridge 100is present
inthenetwork. If any LAN Bridge 100 respondsto the poll, theroot remainsin LAN
Bridge 100 spanning tree mode and polls this LAN Bridge 100 periodically. If the
root gets no response to the multicast poll, it switchesto 802.1 spanning tree mode.

When the root changes over to 802.1 spanning tree mode, other Auto-Select bridges
no longer receive the LAN Bridge 100 Hello messages and eventually switch to
802.1 spanning tree mode because the bridges conclude that the LAN Bridge 100
root has expired.
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Figure 3—7 illustrates a network segment with LAN Bridge 100, Auto-Select, and
802.1 bridges.

Figure 3—-7: LAN Bridge 100, IEEE 802.1, and Auto-Select Bridge in a
Segment
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Inthissegment, B1isthe LAN Bridge 100, B2 isthe Auto-Select bridge, and B3 is
the 802.1 bridge.

Bridge B1 sends its Hello message onto LAN B.

Bridge B2 receives the LAN Bridge 100 Hello and switches to LAN Bridge 100
spanning tree mode, sending LAN Bridge 100 Hello messages.

Bridge B3 forwardsthe LAN Bridge 100 Hello message, sinceit cannot interpret it.
Thus, B2, the Auto-Select bridge, receivesitsown Hello messages. Realizing that it
isin aloop, B2 becomes a backup bridge.

Asan Auto-Select bridge, B2 filtersthe 802.1 Hellosfrom B3, preventing B3 from
receiving its own Hello messages. This happens deterministically and the two
bridges never thrash.
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Itis not advisable to have LAN Bridge 100, 802.1, and Auto-Select bridgesin the
same extended LAN indefinitely. As shown in Figure 3—7, if the positions of the
LAN Bridge 100 and Auto-Select bridges were exchanged, a LAN Bridge 100
would be in aloop with an 802.1 bridge, leading to indeterminism and, possibly,
thrashing. Thisexampletopology may be seen during migration to the IEEE 802.1d
standard.

Bridge Spanning Tree Parameters

Bridge spanning tree parameters describe and determine the spanning tree. Severa

bridge spanning tree parameters can be set with bridge management; others cannot
be set but are determined by the spanning tree computation process and can be dis-
played with bridge management. This section discusses all of the bridge spanning
tree parameters.

3.4.1 Actual Forward Delay

The Actual Forward Delay parameter indicates the Forward Delay currently in use
by theroot bridge. The Forward Delay for abridge may be set with bridge manage-
ment, but once the spanning tree computation process is complete, the bridge uses
theroot bridge's Forward Delay. If the bridge becomes the root bridge, its Forward
Delay value becomes the Actual Forward Delay for all bridges in the network.

During thefirst half of the Forward Delay, bridgessend and listento Hello messages,
participating in the spanning tree computation process. During the second half,
bridges examine frames received on both ports, adding station address entries in
their forwarding databases (this is the learning process).

3.4.2 Actual Hello Interval
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The Actual Hello Interval parameter indicatesthe Hello interval currently in use by
the root bridge. The Hello Interval parameter for a bridge may be set with bridge
management, but once the spanning tree computation process is complete, each
bridge uses the root bridge's Hello Interval parameter value. If the bridge becomes
theroot bridge, itsHello Interval parameter valuebecomesthe Actual Hello Interval
for al bridgesin the network.
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3.4.3 Actual Listen Time

The Actual Listen Time parameter indicatesthe Listen Time currently in use by the
root bridge.The Listen Time for a bridge may be set with bridge management but,
once the spanning tree computation process is complete, the bridge uses the root
bridge’'s Listen Time. If the bridge becomes the root bridge, its Listen Time value
becomes the Actual Listen Time for al bridgesin the network.

3.4.4 Bad Hello Limit

The Bad Hello Limit parameter specifies the number of successive Hello intervals
during which abridge may receive bad Hello messages before the bridge performsa
link test onthe port. A bad Hello message may indicateaport problem. TheBad Hel-
lo Limit parameter workswith other spanning tree parameters. Refer to Section 3.2.5
for more information.

3.4.5 Bad Hello Reset Interval

TheBad Hello Reset Interval parameter specifieshow many Hello interval swithout
bad Hello messagesabridgewill wait beforeit resetsthe Bad Hello Count for aport.

This parameter indicates how long a bridge will hold the current value of the Bad
Hello Count, eventhoughthebridgeisnot receiving bad Hello messages. Thebridge
automatically restarts this timer each time it receives ancther bad Hello message.
Thetimer isexpressed in Hello intervals. Refer to Section 3.2.5 for more informa:
tion.

3.4.6 Best Root

The Best Root parameter indicatesthe bridge I D that this bridge believesisthe root
bridge. In the 802.1d specification, the namefor this parameter is Designated Root.
Refer to Section 3.2.2 for more information.

3.4.7 Best Root Age

The Best Root Age parameter indicatesthe age, in seconds, of the most recent Hello
message from the Best Root. When theval ue of the Best Root Age exceedsthevalue
of the Listen Time parameter, the bridge assumes the root has expired and sends out
Hello messages on both its ports, declaring itself to be the root bridge and the desig-
nated bridge on its LANS. In the 802.1d specification, this parameter is called the

Message Age.
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3.4.8 Forwarding Database Normal Aging Time

The Forwarding Database Normal Aging Time parameter specifies how long a
bridge retains learned station address entriesin its forwarding database during nor-
mal network operation. If an addressdoesnot appear inthe sourcefield of aframefor
aperiod of time defined by this parameter, its entry in the forwarding database is
marked inactive and may be removed. Refer to Section 3.2.6 for more information.

3.4.9 Forwarding Database Short Aging Time

The Forwarding Database Short Aging Time parameter specifies how long abridge
retainslearned station address entriesin itsforwarding database foll owing atopol o-
gy change. Refer to Section 3.2.6 for more information.

3.4.10 Forward Delay

TheForward Delay parameter specifiestheperiod of timethat abridge' sportsstay in
the PREFORWARDING state before entering the FORWARDING state. Thisvalue
issignificant only for theroot bridge, sinceit administersthe Actual Forward Delay
for al bridgesin the spanning tree.

Inthe | EEE 802.1d specification, the Forward Delay isequivalent to thefirst half of
the Forward Delay used in the Digital LAN Bridge 100 implementation, the time
used by the bridge to listen to Hello messages.

3.4.11 Hello Interval

The Hello Interval parameter specifies the value of an interval timer that controls
how often abridge sends aHello message. Thisvalueissignificant only for theroot
bridge, sinceit administersthe Actual Hello Interval for al bridgesin the spanning
tree.

3.4.12 Inlink

3-22

Thelnlink parameter indicatesthe port number of thisbridge' sport onthepathtothe
root bridge. Thisvalueiseither 1 or 2for atwo-port bridge. Inthel EEE 802.1d spec-
ification, thisparameter iscalled theRoot Port. Refer to Section 3.2.3for moreinfor-
mation.
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3.4.13 LAN Bridge 100 Bridge Being Polled

The LAN Bridge 100 Bridge Being Polled parameter indicates the bridge 1D of the
LAN Bridge 100 that the Auto-Select root bridge is polling.

This parameter appliesonly to an Auto-Select root bridge operating in LAN Bridge
100 spanning tree mode. Refer to Section 3.3.2 for more information.

3.4.14 LAN Bridge 100 Poll Time

The LAN Bridge 100 Poll Time parameter specifies the number of seconds an
Auto-Select root bridge waits between making LAN Bridge 100 poll attempts. The
root polls the network to determine whether any LAN Bridge 100 models are pres-
ent. If aLAN Bridge 100 responds within the time set by the LAN Bridge 100 Re-
sponse Timeout parameter, the Auto-Select root staysin LAN Bridge 100 spanning
tree mode and the bridge address is stored in the LAN Bridge 100 Bridge Being
Polled parameter for the next poll.

This parameter appliesonly to an Auto-Select root bridge operating in LAN Bridge
100 spanning tree mode. Refer to Section 3.3.2 for more information.

3.4.15 LAN Bridge 100 Response Timeout

The LAN Bridge 100 Response Timeout parameter specifiesthe number of seconds
an Auto-Select root bridge will wait for aresponse to aLAN Bridge 100 poll.

This parameter appliesonly to an Auto-Select root bridgein LAN Bridge 100 span-
ning tree mode. Refer to Section 3.3.2 for more information.

3.4.16 LAN Bridge 100 Spanning Tree Compatibility Switch

The LAN Bridge 100 Spanning Tree Compatibility parameter specifieswhether the
LAN Bridge 150, LAN Bridge 200, or DECbridge 500/600 seriesbridgeisfunction-
ing as an Auto-Select bridge or as an 802.1 spanning tree bridge. Refer to Section
3.3.2 for more information.

3.4.17 Listen Time

The Listen Time parameter specifies the age of a Hello message (in seconds), after
which the bridge considersthe messageto be stale. Thisvalueissignificant only for
the root bridge, since it administers Actual Listen Time for al bridgesin the span-
ning tree. Inthel EEE 802.1d specification, thenamefor thisparameterisMax Age.
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3.4.18 My Cost

The My Cost parameter indicates the bridge's current path cost to the root bridge.
Refer to Section 3.2.3 for more information.

3.4.19 No Frame Interval

TheNo Framelnterval parameter specifiesthe number of secondsthat abridgewaits
without receiving aframe on a port before the bridge suspects aproblem and runsa
link test on the port. Refer to Section 3.2.5 for more information.

3.4.20 Root Priority

The Root Priority parameter is the most significant byte of the bridge ID. It can be
used to establish the root bridge or designated bridge.

During the spanning tree computation process, Hello messages from all bridgesin
the network arecompared so that theroot bridge and designated bridgescan bedeter-
mined.The bridge with the lowest bridge ID becomes the root bridge, with Root
Priority valuescompared first and hardware addresses second. Refer to Section 3.2.2
for more information.

3.4.21 Spanning Tree Mode

The Spanning Tree Mode parameter indicates whether the LAN Bridge 150, LAN
Bridge 200, or DECbridge 500/600 seriesisoperatingin LAN Bridge 100 spanning
treemodeor 802.1 spanning treemode. Refer to Section 3.3.2 for moreinformation.

3.4.22 Spanning Tree Mode Changes

The Spanning Tree Mode Changes parameter indicates the number of timesthat the
mode of the spanning tree changed from 802.1 spanning tree modeto LAN Bridge
100 spanning tree mode. Refer to Section 3.3.2 for more information .

3.4.23 Tell Parent Flag

The Tell Parent Flag parameter indicates that the bridge needs to send a Topology
Change Notification onitsinlink to its parent bridge, the next closest bridgein the
path to the root. Refer to Section 3.2.6 for more information.
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3.4.24 Topology Change Flag

TheTopology Change Flag parameter indicatesthat theroot bridge hasbeen notified
of atopology changein the network and that bridgesareto usethe Forwarding Data-
base Short Aging Time. Refer to Section 3.2.6 for more information.

3.4.25 Topology Change Timer

3.5

The Topology Change Timer indicates the number of seconds that the root bridge
sends Hello messages with the Topology Change Flag set.

In LAN Bridge 100 spanning tree mode, the Topology Change Timer isthe sum of
the Forward Delay parameter value and the Short Aging Time parameter value. For
802.1 bridges, the duration is one-half the Forward Delay parameter value plusthe
Listen Time parameter value. Refer to Section 3.2.6 for more information.

Port Spanning Tree Parameters

Port spanning tree parameters consist of one settable parameter and several nonset-
tableparameters. Port spanning tree parameters describe the spanning treefrom each
port’s perspective. The Line Cost parameter can be modified with bridge manage-
ment; all othersare nonsettabl e but can be displayed with bridge management. A da-
tabase of port spanning tree parameters is associated with each port.

3.5.1 Acknowledgment Flag

TheAcknowledgment Flag indicatesthat the port hasreceived the Topol ogy Change
Notification from a bridge lower down in the spanning tree (further from the root
bridge). The acknowledgment is sent in the next Hello message. Inthe |EEE 802.1d
specification, this parameter is called the Topology Change Detected flag. Refer to
Section 3.2.6 for more information.

3.5.2 Bad Hello Count

The Bad Hello Count parameter indicatesthe number of consecutive Hello intervals
during which the bridge received abad Hello message on a port. When the value of
the Bad Hello Count reachesthe Bad Hello Limit set for the bridge, the bridge resets
this counter, increases the Bad Hello Limit Exceeded Count by one, and performsa
link test on the port.
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Notethat if the Clear Time Count parameter valuereachesthevalueof theBad Hello
Reset Interval bridge parameter before the Bad Hello Count reaches the Bad Hello
Limit, the port resets the Bad Hello Count. Refer to Section 3.2.5 for more informa-
tion.

3.5.3 Bad Hello Limit Exceeded Count

TheBadHello Limit Exceeded Count indicatesthenumber of timesthat thisbridge's
Bad Hello Limit has been exceeded sinceitsinitialization. Refer to Section 3.2.5for
more information.

3.5.4 Clear Time Count

The Clear Time Count parameter indicates the number of consecutive Hello inter-
valsduring which the bridge hasreceived no bad Hello messages on this port. When
the Clear Time Count reaches the Bad Hello Reset Interval bridge parameter, the
bridge resets the Clear Time Count and the Bad Hello Count. Refer to Section 3.2.5
for more information.

3.5.5 Designated Bridge ID
TheDesignated bridge | D parameter indicatesthe bridge | D of thedesignated bridge
onthisLAN (the LAN connected to this port).

3.5.6 Designated Bridge Link Number
The Designated Bridge Link Number parameter indicates the port number of the
designated bridge on this LAN (the LAN connected to this port).

3.5.7 Designated Root Age
The Designated Root Age parameter indicates the age, in seconds, of thelast Hello
message sent by the designated root.

3.5.8 Designated Root ID

The Designated Root | D parameter indicatesthe bridge 1D of the bridge considered
to be the root bridge on this port.
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3.5.9 Forward Delay Timer

The Forward Delay Timer parameter indicates the time remaining before the port
will leave the PREFORWARDING state and enter the FORWARDING state.

3.5.10 Line Cost

TheLine Cost parameter specifiesthe cost value for the port, which isused to deter-
minethepath cost to theroot bridge. The Line Cost parameter may be set by network
management.

3.5.11 Port Address
The Port Address parameter indicates the hardware address of the port, which may
differ from the bridge address.

3.5.12 Possible Loop Flag

The Possible Loop Flag parameter indicates whether the bridge has detected aloop
conditionin asituation wherethe Bad Hello Count isnot zero. Refer to Section 3.2.5
for more information.

3.5.13 Root Path Cost

The Root Path Cost parameter indicatesthe cost to theroot bridge for the designated
bridge on this LAN.
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4

Extended LAN and Bridge Management

Effective extended local areanetwork (LAN) and bridge management means ensur-
ing that theextended LAN conformsto the needs of network usersand performswith
optimum efficiency. The network manager can manage bridges, lines, and traffic
flow. Management involves these activities:

e Configuring

* Controlling

e Monitoring

* Troubleshooting

This chapter provides an overview of some of the network manager’s functions.
Topicspresented in thischapter arediscussed in greater detail in Chapters 3, 5, and 6
of this manual, and in the network management software documentation.

Digital providesthefollowing network management productsthat allow youto man-
age the bridges (and FDDI concentrators) in your extended network:
* DECems
e DECmcc Extended LAN Manager Software
* DECmcc Management Station for ULTRIX
NOTE

Throughout thismanual, the generic term network man-
agement software will be used to represent these net-
work management products. For specific information
on each product, refer to the associated manuals.



4.1 Configuring an Extended LAN

The spanning tree algorithm, described in Chapter 3, produces a logical network
configuration from aphysical arrangement of LANsand bridges. Thealgorithm en-
suresthat the extended LAN containsno loopsand that all LANsare connected. The
network manager can affect thelogical configuration that the spanning tree compu-
tation process produces, thereby affecting network performance.

4.1.1 Specifying the Root Bridge of the Extended LAN

Theroot bridgein an extended LAN isthe bridge that control sthe network configu-
ration by originating Hello messages. The placement of the root bridge can affect
network performance. The spanning tree algorithm determines the root bridge by
comparing thebridge IDsfor all bridgesin the extended LAN. Theroot bridgeisthe
bridge with the lowest bridge I D (Root Priority and hardware address). The process
used by the spanning treeal gorithmto determinetheroot bridgeisdescribedin detail
in Section 3.2.2.

Sincethe hardware addressesare set at thefactory, you can specify theroot bridge by
using bridge management to assign the lowest Root Priority valueto the bridge that
you want to become the root bridge.

4.1.2 Specifying Designated Bridges for LANs

A designated bridgefor aLAN isthe bridge that connectsthe LAN to the path to the
root bridge. The spanning tree computation process automatically determines the
designated bridge for each LAN. To minimizetraffic through aninefficient LAN or
through a heavily used LAN, it isimportant to ensure that the spanning tree algo-
rithm chooses a particular bridge to become the designated bridge for a LAN.

Each line connecting abridgeto aLAN has aline cost that helps to determine the
designated bridge for the LAN. Theline cost is not amonetary cost but is, instead,
based onissuessuch aslinebandwidth, anticipated linetraffic, and so on. The sum of
the line costs for all inlinks between the LAN and the root bridge is the root path
cost. Thebridgewiththelowest root path cost becomesthe designated bridgefor the
LAN. If morethan one bridge hasthe samelowest root path cost, the bridge with the
lowest bridge | D becomes the designated bridge. The process used by the spanning
tree algorithm to elect designated bridgesis described in detail in Section 3.2.3.
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You can cause the spanning tree computation processto select aparticul ar bridge as
the designated bridge for aL AN by using network management to set the Line Cost
spanning tree parameter for one or more ports. Assign alow Line Cost for abridge
lineif you want the bridge to become the designated bridge onthe LAN attached to
the line. Refer to Chapter 6 for more information about specifying designated
bridges for LANSs.

4.1.3 Spanning Tree Mode Selection

The spanning tree computation process developed by Digital Equipment Corpora-
tionwasfirstimplemented in Digital’s LAN Bridge 100 product. Thisspanning tree
algorithm was offered to the | EEE and has now been adopted by the |EEE as part of
the |IEEE 802.1d, MAC Bridging Standard.

Although the two algorithms are identical and produce exactly the same spanning
tree topologies, the 802.1d standard has a dightly different implementation of the
algorithm. For example, the multicast address used for the bridge Hello messageiis
different in the LAN Bridge 100 spanning tree implementation than it isin the 802
spanning tree implementation. As aresult, bridges that operate in one of these two
spanning tree modes cannot understand Hell o messages from bridgesthat operatein
the other spanning tree mode.

To help solve this problem, the LAN Bridge 150, LAN Bridge 200 and DECbridge
500/600 series dynamically select either the 802.1 spanning tree mode or the LAN
Bridge 100 spanning tree mode, depending on what the network configuration re-
quires.

An Auto-Select software switch controlled by the bridge management software lets

you either enabl ethisauto-configure (or migration) modeor lock thebridgein802.1
spanning tree mode.
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4.2 Controlling Bridges and Ports

A network manager can control bridges and ports, affecting network traffic and
bridge operation. This section discusses some of the waysthe network manager can
control bridges and ports.

NOTE

For specific information on how your network manage-
ment software performs these functions, refer to the
documentation on your particular management system.

4.2.1 Restricting Access to the Extended LAN

Each bridge sets up and maintainsaforwarding database, which determineswhether
abridgeforwards or filters (discards) aframethat it receives. The forwarding data-
base consists of an address database and, for certain bridge models, a protocol data-
base. You can restrict access to portions of the extended LAN by using bridge
management to add entries to the forwarding databases of one or more bridges.

4.2.1.1 Managing Address Entries in the Forwarding Database

4-4

During the forwarding delay, each bridge listensto traffic onits LANs. By examin-
ing the source address of each frame it receives, abridge can determine which port
the station is heard on. Then, when a bridge is forwarding and receives aframe ad-
dressed to a particular station, it can determine which port the frame should be sent
to. Each bridge’s address database contains alist of station addresses and the bridge
linethat indicates the side of the bridge where that station islocated. Theentry also
indicates whether frames with that station address are to be forwarded or filtered.

To restrict a station’s access to portions of the extended LAN, the forwarding data-
base entry should be set in the bridge to filter frames for the user’s station. LAN
Bridge 100, LAN Bridge 150, LAN Bridge 200, and DEChbridge 500/600 series can
filter framesfor astation address appearingin the destination field of theframe. The
LAN Bridge 200 and DECbridge 500/600 series can also filter framesif the address
appears in the source field of the frame. You can add forwarding database entries
with bridge management.
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4.2.1.2 Selective Address Forwarding

TheLAN Bridge 200 and DECbridge 500/600 seriesallow youto control which sta-
tions can communi cate across the bridge. This sel ective address forwarding feature
is controlled by a management set software switch (manual filter software switch),
which allowsyou to indicate the specific source and destination addresses to befor-
warded and instruct the bridge to filter (discard) all other addresses. You can selec-
tively control source and destination addresses only with bridge management.

4.2.1.3 Managing Protocol Entries in the Protocol Database

The LAN Bridge 200 and DECbridge 500/600 series units maintain aprotocol data-
base of protocol entries. Each entry identifiesaframetype, protocol identifier, and
defines whether the bridge isto forward or filter frames that contain that protocol.
These bridges allow you to control traffic of frames using particular protocols by
adding entriesto their protocol database. You can add protocol database entriesonly
with bridge management.

4.2.2 Disabling and Enabling Bridge Ports

You can remove a bridge port from the spanning tree by disabling it. Disabling the
bridge port forcesthe spanning tree algorithm to recompute the spanning tree. (Note
that disabling or enabling aLAN Bridge 100 or aLAN Bridge 150 port also causes
these bridge models to initialize.) You can disable and enable bridge ports with
bridge management.

4.2.3 Initializing Bridges

Initializing abridge resetsthe bridge, just asif it had been physically turned off and
thenonagain. If you suspect aproblemwithabridge, you caninitiaizeittoforceitto
perform self-tests. Also, if you modify spanning tree parametersincorrectly, you can
initialize bridgesand reset the parametersto their factory default values. You canini-
tialize a bridge with bridge management.
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4.2.4 Setting the Device Password

You can assign and set a password for each LAN Bridge 150, LAN Bridge 200,
DECbridge 500/600 series, and DECconcentrator 500 in your extended LAN. (The
LAN Bridge 100 does not support device passwords). The password is stored in the
device' s nonvolatile memory (NVRAM). A device that has a password set checks
that the correct password issupplied with any network management configuration or
control command and rejects any command with an incorrect or absent password.
You can set (or change) device passwords only with bridge management.

4.2.5 Upline Dump of Memory Image

You can configure your LAN Bridge 200 for upline dumping, so that a memory
imageissenttoaDECnet-VAX hostif afatal error causesthedeviceto crash. Digital
Services can then analyze the dump file to determine the cause of failure. The docu-
mentation on your network management software explains how to set up a DEC-
net-VAX host to receive upline dumps, and al so describes how to enable or disable
uplinedumping on the device, and how to indicate which host isto receivetheupline
dump file.

4.2.6 Downline Loading of Executable Images

You can configureyour LAN Bridge 100 or LAN Bridge 150 so that it will request a
downline load of software (such as LTM Listener) upon initialization instead of
loading the bridge code stored in its read only memory (ROM).

You can configure your DECbridge 500/600 series and DECconcentrator 500 to ac-
cept downline loaded upgrades to the device operational code. The downline load
processoverwritestheimagestoredinthedevice snonvolatilememory. Usetheutil-
ity provided with the upgrade software for downline load upgrades.
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4.2.7 Controlling IP Fragmentation on a DECbridge 500/600 Series

You can control the fragmentation of Internet Protocol (1P) frameson aDECbridge
500/600 series. Through the network management software, you can instruct the
bridge to break up large Internet Protocol frames received on its FDDI line into
smaller frames that can be transmitted on its |EEE 802.3/Ethernet line. This frag-
mentation is necessary because the maximum size for aframe on an FDDI ring is
4500 bytes, but only 1518 bytesfor aframe onan | EEE 802.3/Ethernet segment. The
documentation on your network management software explains how to enable and
disable IP fragmentation, and how to display the settings of the software switch that
controls fragmentation.

4.2.8 Setting the Target Token Rotation Time for an FDDI Line

You can use bridge management to set thetarget valuethat the FDDI MAC entity of a
DECbridge 500/600 series or DECconcentrator 500 will bid in the claim token pro-

cess. The claim token process setsthe target token rotation time (TTRT) used by all

stations on the ring and determines the station that will originate the token. Seethe
documentation on your network management softwarefor moreinformation on how
to set and display the TTRT parameter settings.

4.2.9 Setting the Valid Transmission Timer for an FDDI Line

You can use bridge management to set the Valid Transmission Timer (TVX) value
for the FDDI MAC entity of a DECbridge 500/600 series or DECconcentrator 500,
and display the value that is currently in effect. Each FDDI station hasa TV X that
detectstoken loss on thering, excessive noise, and other faults. The station resetsits
TVX to zero upon receipt of the ending delimiter of avalid frame or nonrestricted
token. Thetimer expireswhen thetime sincethelast valid transmission exceedsthe
TV X valueset for the station. When the valid transmission timer expires, the station
starts the claim token process, which initializes the ring and creates a new token.
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4.2.10 Setting the Link Error Monitor Threshold for a Physical Port

You can use bridge management to set the link error monitor (LEM) threshold for a
physical port (PHY entity) on a DECbridge 500/600 series or a DECconcentrator
500, and display the current LEM threshold settings. The LEM checksthe bit error
rate (BER) onthephysical port during normal operation. Whenthebit error raterises
above the LEM threshold, the station disables the physical port, preventing it from
disrupting the ring. The station then repeatedly runsthe link confidencetest (LCT)
on the physical port until the physical port isvalidated. Thebit error rate on aphysi-
cal port can rise because of marginal port quality, port degradation, or smply be-
cause the connector is loose.

4.2.11 Setting the Collision Presence Test Characteristic

4.3

If abridgeport hasatransceiver that usesthe Collision Presence Test (CPT), the CPT
characteristic (often referred to as heartbeat) for the line should be set. You can set
the CPT characteristic with bridge management. Thismaintainability featureisonly
useful if the CPT function is enabled when the Medium Attachment Unit (MAU),
such asaDELNI, providesthe function. The bridge will continue to work correctly
with either setting.

Monitoring Bridges and Ports

L ocating and correcting bridge and LAN problemsinvolves examining network ac-
tivity by monitoring bridges and ports. Counters provide useful statistics for moni-
toring network activity. Also, bridges can serve as traffic monitors, providing
statistics that can be used to find problems.

4.3.1 Examining Bridge and Port Counters

Bridgesand ports maintain countersthat track frametraffic, errors, and other events.
These counterskeep track of framesand bytesreceived by the bridge, and can classi-
fy them in various ways to provide useful information for troubleshooting an ex-
tended LAN.

4.3.2 Using a LAN Bridge 200 as a LAN Monitor

A LAN Bridge 200 can also serve asaL AN monitor (not to be confused with LTM
listener describedin Section 4.3.3), allowing you to observethe utilization, through-
put, and other characteristics of the LANsto which the bridge is attached. You can
monitor aLAN by using a LAN Bridge 200 with bridge management.
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4.3.3 Designating a LAN Bridge 100 as an LTM Listener

TheLAN Traffic Monitor (LTM) is separately priced Ethernet monitoring software
that usesa LAN Bridge 100 or LAN Bridge 150 to gather network traffic statistics
and periodically forward them to aVMS system for compilation and analysis.

A bridgethat isloaded with LTM Ethernet monitoring software isreferred to asan
LTM listener. Bridges serving asLTM listeners are dedicated solely to LTM; they
do not perform normal bridge functions and are controlled by LTM software. You
can designate a LAN Bridge 100 or aLAN Bridge 150 to be an LTM listener with
bridge management.

4.4 Bridge Management and the Bridge Model

This section discusses how different entities, shown in the bridge model (see Figure
2-1), are involved in bridge management.

4.4.1 The Spanning Tree Entity

The spanning tree entity works with other entitiesin the following ways:

* Management commands can modify spanning tree parameters and cause re-
computation of the spanning tree. The management entity provides these val-
ues to the spanning tree entity.

e The spanning tree entity controls port states during the computation of the
Spanning tree.

e Spanning tree parameters can control the status of entries in the forwarding
address database.

4.4.2 The Management Entity

The management entity works with other entities in the following ways:

* Management commands can control the state of ports.

* Management commands can add, delete, and modify entries in the forward-
ing database (either the address database or the protocol database).
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*  Management commands can modify spanning tree parameters maintained in
the spanning tree entity.

* Management commands can affect the bridge by initializing it, or they can
display bridge counters or characteristics.

4.4.3 The Forwarding Database

Theforwarding database consistsof theaddressdatabase, which containsstationand
multicast address entries, and the protocol database, which containsprotocol entries.

The forwarding database entity can work with other entitiesin the following ways:

* During the forward delay, the forwarding and translation process module ex-
amines frames that are received by the bridge ports and adds station address
entries to the address database from the source addresses in the frames.

e Whilethe bridge is forwarding, the forwarding and translation process mod-
ule checks the address database and the protocol database (for the LAN
Bridge 200 and DECbridge 500/600 series) to determine whether to forward
or filter frames that are received by the bridge.

* Management commands, passed on by the management entity, can add, re-
move, or modify entriesin either the address database or the protocol data-
base.

* The spanning tree entity can affect the status of address database entries with
the Forwarding Database Normal Aging Time and Short Aging Time span-
ning tree parameters.
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5

5.1

Bridge and Extended LAN Performance

High performance for extended local area networks and bridges means minimal
delay and maximal dataintegrity. The performancegoal isto provideextended LAN
end nodes the same (or better) datagram service than would be received on asingle
LAN. This chapter discusses factors that affect the performance of extended LANs
and bridges.

Extended LAN Performance

Animportant performance goal of an extended LAN isthat it performslikeaLAN.
Ideally, userson an extended L AN should think that they arepart of asingleLAN and
not be aware that they are part of a collection of LANs with connecting bridges.
Some factors that can affect the performance of extended LANs and bridges are
listed here and are described in the subsections that follow:

e End-to-end delay

* Diameter of the extended LAN

* Framelifetime

* Frameloss (caused by data errors)
e Undetected data corruption

e Low-performance controllers

* Frameloss caused by congestion
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5.1.1 End-to-End Delay

Theend-to-end delay isthemaximum amount of timeit cantakefor apacket totrav-
el from oneend of theextended L AN to theother. Theend-to-end delay isaffected by
the extended LAN diameter, by bridge processing, and by LAN congestion.

The extended L AN diameter isthe number of LANSs on the path between the two
most distant stations. The maximum diameter islimited by the allowabl e end-to-end
delay between any two stations. For delay-sensitive protocols, such as Local Area
Transport or Terminal Server applications, the average one-way delay acrossthe ex-
tended LAN should not exceed 10 milliseconds for a 100-byte packet.

5.1.2 Frame Lifetime and the Seven-Bridge Rule

The framelifetimein an extended LAN isthe amount of timeit takesfor aframeto
reach itsdestination. Thelifetimeof aframein an extended LAN must not exceed 15
seconds. Since frames cannot exist in a bridge for more than 2 seconds, the maxi-
mum suggested extended LAN diameter is seven bridges (eight LANS).

Note that this maximum extended LAN diameter isan architectural limit which al-
lows Transport level LAN servicesto have aguarantee on framelifetime. Transport
timer and frame sequence numbers and size can be properly set once the Data Link
framelifetimeisfixed. Many protocols, however, provide poor or unusable service
toapplicationsat timesapproaching even 10 percent of themaximum framelifetime.

5.1.3 Frame Loss Caused by Data Errors

Frames may belost inthe extended LAN because of dataerrors. The average frame
loss rate due to detected data errors must not exceed one frame in 10,000.

Aseach frameissent, itisassigned a cyclic redundancy check (CRC) valuethat is
determined by the frame contents. The CRC vaue is aframe check sequence, used
for verifying the frame contents. When a bridge receivestheframe, it calculatesthe
CRC and compares that value with the value in the frame. If the values match, the
frameisassumed to be correct and processing continues. If the values do not match,
the frame is discarded because of a data error. Generally, data errors occur due to
noise while the frame istraversing aLAN.
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5.1.4 Undetected Data Corruption

A rare, but not impossibl e, event can occur when the CRC indi catesthat thereceived
frame contains correct information, even though several data errors may have oc-
curred in the frame. This event is known as undetected data corruption.

AstheLAN growsto an extended LAN, thetransport protocolsexpect to receivethe
samelevel of performancefor an undetected dataerror rate. Therefore, asthebridge
stores and forwards frames, it must not increase the probability that a user will re-
ceive aframe with undetected data corruption. An excellent method for performing
thisisto preserve the CRC.

Astheframeisreceived, the bridge port checksthe CRC for errorsand discards any
errorsit finds. However, thereceived CRCisalso placedin the bridgememory along
with the frame. If the frame is transferred to another port in the bridge, the bridge
sends the original CRC, which was stored in the bridge’s memory, along with the
frame (see note).

NOTE

Trandating type bridges (such as the DEChbridge
500/600 series) alter theincoming frameto comply with
the format required by the outbound port’s data link.
Therefore, the received CRC cannot be preserved and
transmitted to the outbound port. The forwarding and
translation process module verifies the frame contents
using thereceived CRC whilerecal culatinganew CRC
to reflect the added or atered information. This new
CRC is sent along with the translated frame to the out-
bound port.

Thismethod ensuresthat any errorsthat may have occurred to theframewhileit was
still inthe bridge will be protected by the original (or recalculated) CRC value. This
ensures the maximum data protection possible for the frame from end to end in the
extended LAN.

Digital’sLAN Bridge 100, LAN Bridge 150, and LAN Bridge 200 model s are non-
tranglating type bridges, and preserve the CRC.

Digital’s DECbridge 500/600 series units are trandlating type bridges, and as such,

recalculate the CRC to reflect the altered information (refer to Section 2.1.3.2 for
more information about the trandlation feature).
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5.1.5 Low-Performance Controllers

L ow-performance controllers can cause LAN problems as the amount of traffic on
the LAN increases. Some low-performance controllers only provide asingle buffer
for receiving packets. Other packets immediately following the first (within the
proper Physical layer timing parameter) are not able to be properly received.

Thestore-and-forward nature of the bridge changestheway framesareforwardedin
the extended LAN. For exampl e, two packetsreceived with several packetsbetween
them (or some LAN idle time) on one bridge port may be sourced back-to-back on
the outbound LAN. A single buffer controller would have trouble receiving the sec-
ond packet.

Even for multibuffered controllers, an extended LAN may increase the processing
needs or memory heeds to ensure that the packets are correctly processed.

5.1.6 Frame Loss Caused by Congestion

A LAN may transmit frames from only one station at a time. Congestion occurs
whenaLAN isbusy at thetimeanother station (bridge) isready to transmit aframe.
A frame may be lost due to congestion for three reasons:

* |If aframereachesitslifetimein abridge (2 seconds) before the bridge can
transmit the frame, the bridge discards the frame.

*  When the LAN becomes available, al bridges with frames in their outbound
gueues attempt to send them. If more than one station attemptsto send a
frame at the same time, a collision takes place. All stations then follow a pre-
scribed procedure where they back off, then try again after waiting a random
amount of time. If abridge is unable to transmit the frame, it repeats this pro-
cess. If the bridge experiences 16 collisions without sending the frame, it dis-
cards the frame. In this case, the outbound LAN is overloaded.

* |f the bridge fills its transmit queue while waiting for the LAN to become
available, the bridge begins to discard frames that it would otherwise be for-
warding.
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5.2 Bridge Performance

Bridges must perform several functions without adding unacceptable delay to the
performance of the extended LAN:

¢ Recognize, process, and transmit spanning tree Hello messages.
* Recognize, process, and respond to management requests.
* Forward and filter frames.

This section discusses constraints on bridge performance of these functions.

5.2.1 Forwarding and Translating Process Module

The forwarding and translating process module performs these functions:

¢ Checksthe destination address of the frame to determine whether to forward
or filter the frame. The LAN Bridge 200 and DECbridge 500/600 series units
also check the frame's source address.

* Checksthe protocol type of the frame to determine whether to forward or
filter the frame (LAN Bridge 200 and DECbridge 500/600 series).

* |f the outbound port is connected to a dissimilar LAN, the (DECbridge
500/600 series) module modifies (translates) the frame’'s format to meet the
reguirements of the recipient LAN.

* |f the frame received on the inbound port is an Internet Protocol frame, and
the frame sizeis larger than that allowed on the outbound port, the
(DECbridge 500/600 series) module fragments the frame into several smaller
packets to accommodate the recipient LAN. Refer to Section 2.1.3 for more
information about the fragmentation of P frames.

e Checks both source and destination address of received frames for their dis-
position in the address database. If the source addressis not listed, it is added
(learning) to the address database along with its associated port address.
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5.2.1.1 Discard Rate

Thebridge must be ableto dispatch frames quickly enough so that it isableto recog-
nize, process, and dispatch Hello messages and management requests addressed to
the bridge. The goal isto ensurethat processing frames does not cause the bridgeto
become congested. Thismeansthat the bridge’' sdiscard rate should befaster than the
worst-case frame arrival rate, or that Hello messages and management requests are
split off and treated with higher priority.

5.2.1.2 Forwarding Rate

A bridge must be ableto process frames as quickly asthe access method for the cor-
responding LAN allows. Asabridge completes processing aframeto beforwarded,
it sendsit tothe outbound port. If theLAN isfree, the port dispatchestheframe. If the
LAN isnotfree, theport addstheframetoitstransmit queueand waitsfor theLAN to
becomefree. If theLAN iscongested, frames may accumulatein the port’stransmit
queue. If thetransmit queue becomesfull and no framesin the queue have exceeded
their framelifetime, framesreceived and processed by the bridge are discarded until
space becomes available on the transmit queue.

5.2.1.3 Forwarding Latency

Forwarding latency for abridge isthe delay caused by a bridge processing aframe.
Processing time does not include the time that the frame waits in the queue to be
transmitted on the outgoing datalink. Forwarding latency ismeasured fromthetime
thelast bit of theframeisreceived to thetimethefirst bit of theframeistransmitted,
with the assumption that there is no outbound congestion.

5.2.1.4 Frame Lifetime

Theframelifetimein abridgeisthe amount of time from the beginning of reception
of the frame to the beginning of transmission of the frame. Frame lifetime includes
thetimethat theframewaitsin the queueto betransmitted on the outgoing datalink.

Framesthat haveresidedin thebridgefor lessthan 1 second are not discarded unless
outbound congestion is such that no transmit buffers are available. Frames that re-
side in the bridge for more than 2 seconds are discarded. As aresult, the maximum
lifetime of aframein an extended LAN with adiameter of seven bridgesisabout 15
seconds. With a 2-second frame lifetimein abridge and a maximum extended LAN
diameter of seven bridges, it isimpossible for a frame to reach its extended LAN
15-second lifetime.
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5.2.2 Forwarding Database

Theforwarding and trandlating process modul e accesses the address database of the
forwarding database to perform the following functions:

* Add address entries during the learning process.
*  Check addresses contained in incoming frames.

Theforwarding and translating process modul e accesses the protocol database (fea-
turedin somebridges) of theforwarding databaseto performthefollowing function:

e Check protocol values contained in incoming frames.

5.2.2.1 Learning Rate

When abridge is powered up, its ports remain in the PREFORWARDING state for
anamount of timedefined by the Forward Delay spanning tree parameter. During the
second half of the forward delay, the bridge learns the location of station addresses
by examining the framesthat it receives. Bridgesalso learn station addresseswhile
forwarding.

An important function of abridge isto maintain a correct address database for effi-
cient transmission of packets to the intended LANSs. A bridge should have enough
address learning capability to ensure that an up-to-date table is maintained at all
times. Also, the addresstable should be large enough to ensure an address space for
all of the active nodes on the network.

Thebridge’slearning and update rate must be sufficient to maintain these addresses
andto ensuretheir correctness even during the timeswhen the heaviest utilization of
theattached L ANsand theforwarding engineistaking place. For extended LAN sta-
bility, infact, thisisthe most important time to ensure progress on address | earning.

For example, if the address table has the incorrect port associated with an address,
thebridgewill forward theframeto theincorrect port and actually beresponsiblefor
causing excesstraffic for the LANsand other bridgesin the configuration. Alterna-
tively, if the addressisnot listed in the addresstabl e, the bridge will flood the frame
and potentially use excess bandwidth.

Ensuring forward progress of information updates to the bridge’s address table is
critical to the stability of the extended LAN.
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5.2.2.2 Age Rate

5.3

Bridges use two different spanning tree parameters that govern the aging out of the
inactiveforwarding database address entries: the Forwarding Database Normal Ag-
ing Time and the Forwarding Database Short Aging Time. TheNormal Aging Time
parameter control s address aging during normal network operation; the Short Aging
Time parameter controls address aging after a topology change.

Both parameter values can be set with network management and their values may
affect network performance. Lower valuesmay cause bridgesto del eteunreferenced
(inactive) addressesmorefrequently, increasing network traffic becausefewer pack-
etsmay befiltered if the nodes are truly active. Higher values will cause bridgesto
remove unreferenced address entries less frequently. If there are more active nodes
than the size of the database, then the forwarding database will reach its maximum
and other (more active) nodes may not be included in the current active list.

New addresses cannot be stored in thefilled forwarding database and network traffic
might increase, since frames sent to these addresses could not be filtered.

Management

Bridges must be able to process management requests during high network utiliza-
tion. Many situationsarise where management, through the use of theinband signal -
ing (same network path as the data being sent), would become unstable if the
forwarding of packets took precedence over reacting to management directivesto
the bridge.

For example, anetwork manager attempting to track down the source of heavy net-
work traffic might never learn the source of all thetraffic if the bridge disregarded
management directives and, instead, prioritized its resources to the forwarding of
frames. A bridge responding in this fashion would eventually process the manage-
ment directive after the event causing the heavy traffic (broadcast storm or scream-
ing node, perhaps) had passed (obviously too late to be of any value to the network
manager).

To ensure astable and manageabl e extended L AN, the bridge must ensurethat prog-
ress is made on management requests to the bridge management entity.
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5.4 Spanning Tree

An argument similar to the one made for the guarantee of forward progress on the
management process can also be made for the spanning tree entity. The extended
LAN isonly stable after the spanning tree algorithm has established that thereare no
datalink loops and has included al of the LANs in the spanning tree.

Duringtimesof heavy traffic onthe extended L ANSs, the bridge must maintain acor-
rect and stable spanning tree. In fact, if the bridge cannot maintain the spanning tree
in a stable state, the bridge itself might actually contribute to the added traffic.

For example, consider acase where the bridge exitsthe BACKUP state because the
port failed to deliver the spanning tree messages from a better path for a designated
bridge on the LANSs. As the affected bridge enters the FORWARDING state, it
creates more traffic by creating a data link loop with the other bridge(s).

The bridges processing priorities must ensure progress on spanning tree messages
received from all ports.
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6

6.1

Configuration

Digita’snetwork bridges can be placed on an extended | ocal areanetwork and made
to work directly as configured when shipped by the manufacturer. The default pa-
rameter values allow the bridges to work in most extended LAN environments.

Default bridge configurations, however, may not be the most efficient configura-
tionsfor every network. |n many cases, you canimprovetheefficiency and operation
of the extended LAN by tailoring the network and configuring the bridges to your
particular network application.

This chapter illustrates some of the potential problems in configuring extended
LANs and provides guidelines to help you avoid or solve those problems and opti-
mize the operation of your network.

Physical and Logical Topologies

Although the physical topology of an extended LAN can be arbitrary, thelogical to-
pology must be loop free so that messages can be forwarded correctly. This section
reviews the spanning tree process that performs this function and summarizes the
criteriaused by the spanning tree algorithm to convert aphysical topology to alog-
ical, loop-free topology.
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All bridges on the extended LAN continually perform the spanning tree process so
that they can respond dynamically to changes in the network such as network or
bridge failures or the addition of new bridges. As described in Chapter 3, the span-
ning tree algorithm selectsaraoot bridgefor the network, assigns adesignated bridge
for each LAN, and places bridges in the BACKUP state where loops are encoun-
tered. All bridges participate in the spanning tree process by passing information
through Hello messages. Of the many parameters specified in each Hello message,
thefollowing two areimportant for determining thelogical topology of the network:

Root Priority — This bridge parameter (value from 1 to 255) indicates the likeli-
hood of each bridge becoming the root bridge of the network. Bridges shipped by
Digital typicaly set the Root Priority to adefault value of 128. However, thisvalue
can be changed with bridge management software. The lower the priority number,
the higher the bridge’s likelihood of becoming the root bridge.

Root Path Cost — The Root Path Cost is the sum of the line costs for each inlink
between the bridge and the root bridge. A bridge computes its Root Path Cost by
listening to Hello messages transmitted by neighboring bridges on the attached
LANSs. Each Hello message contains the distance to root of the transmitting bridge.
The bridge cal culates its own distance as the minimum path through any of its ports
to the root bridge.

In addition to these two parameters, the bridgeidentification (bridge ID) valueisan
important factor in determining the logical topology. This bridge ID, which is as-
signed to the bridge during manufacturing, servesasatie-breaker in the sel ection of
the root bridge or the designated bridges on the network.

Briefly, the spanning tree process works as follows:

1. Firg, it electstheroot bridge for the network. The bridge with the lowest
priority number is selected as the root bridge. If multiple bridges have the
same lowest priority number, the bridge with the lowest address becomes the
root bridge.
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2. Next, the spanning tree process elects a designated bridge for each LAN. If
aLAN is connected to more than one bridge, the bridge with the lowest Root
Path Cost is selected as the designated bridge. If more than one bridge has the
same Root Path Cost value, the bridge with the lowest node ID value be-
comes the designated bridge for that LAN.

3. The spanning tree process then places all bridges that are not part of the span-
ning tree (that is, any bridge that is not aroot bridge or a designated bridge)
in a backup mode of operation. While in the backup mode, a bridge still lis-
tensto Hello messages so that it can detect changes in the network and enter
the FORWARDING state, if necessary.

Figure 6-1 showsan exampleof aphysical topol ogy transformed to alogical topol o-
gy by the spanning tree process, using the criteria described previously. For thisex-
ample, assumethat all bridgeshavethe sameRoot Priority value (default of 128) and
thesameLine Cost value (default of 10). Numbers 1 through 5 represent therelative
node D valuesof thebridges(that is, bridge 1 hasthelowest ID and bridge 5 hasthe
highest D).
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Figure 6-1: Physical Topology Transformed to a Logical Topology
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6.2

Bridge 1 is selected as the root bridge of the spanning tree (based on its hav-
ing the lowest bridge ID) and is also the designated bridge for LANs A and
B.

Bridge 2 is selected as the designated bridge for LAN C because, having the
lower 1D, it wins the tie-breaker with bridge 5 (both bridges have the same
Line Cost).

Bridge 4 is selected as the designated bridge for LAN D (because it has a
lower Root Path Cost than bridge 3).

Bridges 3 and 5 are set to backup mode of operation.

Sincethe spanning tree processisongoing, any changesto the status of thesebridges
will result in a new logical topology. For example, in Figure 6-1,:

If bridge 2 fails, bridge 5 will go into the FORWARDING state and become
the designated bridge for LAN C.

If bridge 4 fails, bridge 3 will go into the FORWARDING state and become
the designated bridge for LAN D.

If bridge 1 (the root bridge) fails, bridge 2 will become the new root bridge
and the designated bridge for LANs B and C. Also, bridge 3 will become the
designated bridge for LAN D and bridge 4 will become the designated bridge
for LAN A.

Why Modify Bridge Configurations?

The spanning tree process, using default bridge parameters, creates aloop-free net-
work topology that works. However, that topology may not bevery efficient in your
particular network environment. It may be advantageous to modify the bridge con-
figurations to meet your needs.

With some forethought, you can anticipate the network configuration that the span-
ning tree processwill produce (it isdeterministic) and can specify bridge parameters
to achieve amore desirable configuration. This section provides examples of some
configuration problems that could occur and ways to avoid them.
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6.2.1 Example 1—Efficient Bridge Configurations
Problem

Consider the example with three bridges shown in Figure 6-2. For simplicity, as-
sumethat all three bridgeshavethe same Root Priority valueand the sameLine Cost.
Numbers1, 2, and 3 represent therelative bridge | D values of the bridges. Based on
these parameters, the spanning tree process configures the bridges as follows:

* Bridge 1istheroot bridge.
* Bridge 2 isthe designated bridge for LAN C.
* Bridge 3 is set to the backup mode of operation.

Figure 6-2: Example 1—Sample Default Configuration
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The default configuration shown in Figure 6-2 works. All three LANsareintercon-
nected and the network isloop free. However, depending on the parti cular character-
istics and traffic loads of the three LANS, this configuration may not be very
efficient. For example, suppose that LAN B is alower-performance LAN than the
other two LANSs, asshownin Figure 6-3. All traffic between LAN A and LAN C has
to pass through the slower LAN B, which is not a desirable path.

Alternatively, suppose that LAN B carries avery heavy traffic load of its own (for
example, it could be the LAN used by an engineering department). This configura
tion would further increase that heavy load on LAN B by forwarding the LAN A-
LAN C traffic through it (see Figure 6-3).

Figure 6-3: Example 1—Inefficient Bridge Configurations

F

(Heavy traffic or low- Bridge (1) Root bridge
performance LAN)
Bridge (3) .j—|__‘|_, LAN B (5 Mb/s)
Backup Bridge (2) I

] {H LAN C (10 Mb/s)

F

LKG-5401-90I

Configuration 67



Possible Solution

In both instances described in this example, a more efficient configuration isto es-
tablish bridge 3 (rather than bridge 2) as the designated bridge for LAN C, and to
placebridge 2 in abackup modeof operation (see Figure6-4). ThisplacesLAN B on
the perimeter of the extended LAN, where it does not have to handle traffic from
LAN A andLAN C. Thisnetwork reconfiguration can beeasily performed by using
the bridge management software to make the Line Cost value of bridge 3 lower than
that of bridge 2.

Figure 6-4: Example 1—A More Efficient Configuration
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6.2.2 Example 2—Backup for Root Bridge
Problem

In the sampl e bridge configuration shown in Figure 6-5, assumethat all the bridges
have the same Root Priority and Line Cost values, and that the numbers 1 through 7
indicate their relative node ID values.

* Bridge 1isselected asthe root bridge.
e Bridge 7 isin the backup mode of operation.

* Bridge 2 isaso in the backup mode of operation because it is not the desig-
nated bridge for either of the LANsit is connected to.

* Each of the other bridges is a designated bridge for an attached LAN.

Figure 6-5: Example 2—Backup for the Root Bridge
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6.3

6.4
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This configuration presents no particular problems; however, if the configuration
changes (for exampleif bridge 1, the root bridge, fails), bridge 2 becomes the new
root. If the LANSs on both sides of bridge 2 carry a heavy traffic load, then all mes-
sagesemanating from the new root will add to the already heavy trafficload onthose
LANSs.

Possible Solution

Bridge 7 isabetter backup for theroot bridge. Therefore, you can configure the net-
work sothat bridge 7 isselected astheroot if bridge 1 fails. You can makethischange
by using bridge management software to lower the root priority of bridge 1 and
bridge 7.

How to Modify the Bridge Configurations

The most flexible method for modifying bridge configurationsisthrough the bridge
management software (as described in Chapter 4). This software allows you to
modify bridge parameters such as Root Priority and Root Path Cost, which affect the
logical topology of an extended LAN.

Using bridge management (see Figure 6-4), you can change the Root Path Cost val -
uefor bridge 3 so that it is selected as the designated bridge for LAN C, rather than
bridge 2.

Without bridge management, the only way to reconfigure an extended LAN isto
physically place bridges so that the node I Ds cause the bridgesto logically arrange
themselves in the desired configuration. This is obviously not a very convenient
method.

Considerations in Configuring the Network

When configuring an extended LAN, consider the following guidelines:

* Know the characteristics and traffic loads of the LANSs so that you can place
bridges appropriately to control the traffic. For example, group nodes that
have heavy traffic loads together on a LAN segment and use a bridge to sepa-
rate that segment from the rest of the network.
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Place LANs with heavy traffic loads on the perimeter of the extended LAN,
if possible.

Choose the network technology that is suitable to the needs and growth pat-
terns of your business.

Set up bridge parameters so that the resulting spanning tree configuration is
most efficient for that particular network.

Usethe bridges' filtering features to help resolve potential traffic problems or
security problems on the network.

Establish the root bridge near the center of the topol ogy.

Consider what the new configuration will be if the root bridge or a designated
bridge fails. (The spanning tree process is deterministic, allowing you to de-
termine what the logical topology will be for any set of conditions.) Arrange
the network topology so that any reconfiguration caused by a bridge failure
will still alow proper network operation.

If you change bridge parameters, consider how that change affects the rest of
the network. For example, if you make changes to one bridge, also make cor-
responding changes to its backup bridge or other bridges.

To ensure that the network link remains available, add a backup bridge. If the
designated bridge fails, communications will not be affected.

Packet Filtering/Forwarding

Bridgesarestore-and-forward devicesused for filtering network traffic. Each bridge
has an address database that contains addresses of stations connected to both of its
LANSs. When the bridge detects a packet on either of itsLANS, it checksthe destina-
tion address of that packet against the addresses stored in its database.

If nofilter matchesexist (asdescribedin subsequent paragraphs), andif that packetis
addressed to anode on the other side of the bridge or to adestination addressthat is
not in the database, the bridge forwards the packet. If the packet is addressed to a
nodeonthesamesideof thebridge, thebridgefiltersthe packet (it doesnot forwardit
to the other side).
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Address information can enter the database in either of two ways:

1. The bridge listensto network traffic and acquires aworking knowledge of
which node is located on which of itstwo LANS. It acquires this knowledge
by reading the source address of each incoming packet and by noting on
which of the two LANSs that sourceis located.

2. Inaddition to learned addresses, the address database can also receive entries
from bridge management. By specifying a station address and the side of the
bridge where that station is located, you can lock that station to that side. This
creates a permanent address for that node and causes the bridge to ignore any
learned information that differs from this permanent address. An example of
how this feature may be used is given in the following section.

Destination addressfiltering decreases network traffic by keeping local traffic local
and only forwarding packetsthat are destined for the opposite side of the bridge. All
Digital bridges perform destination address filtering. The LAN Bridge 200 and
DECbridge500/600 series, however, al so support source addressfiltering and proto-
col filtering, as described below.

Sour ce addr essfiltering— Using bridge management, you can prevent all packets
emanating from aspecified nodefrom being forwarded to the other sideof thebridge
(regardlessof their destination address). Source addressfiltering can also be used to
lock down a specified source node to one side of the bridge. This protects against
masguerading nodes, as described in Section 6.6.5.

Protocol filtering— Bridgemanagement can also be usedto prevent specified pro-
tocols from being forwarded across the bridge.

Both address and protocol filtering can be used in aninclusive or an exclusive fash-
ion. For example, if you specify the Local AreaTransport (LAT) protocol for proto-
col filtering, you can havethe bridgefilter only LAT protocol messagesand forward
all other protocols(if no other filtersmatch), or you can havethebridgeforward only
LAT protocol messages (if no other filters match) and filter al others. Similarly,
when you specify a set of node addresses for address filtering, you can have the
bridge filter messagesto those nodes and forward messagesto all other nodes (if no
other filtersmatch), or you can havethe bridge forward messagesonly to thosenodes
(if no other filters match) and filter messages to all other nodes (manua mode).
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Note that filtering always takes precedence over forwarding. For example, if you
specify that the bridge should always forward messages to a particular destination
address (for example, node Z), and also specify that the bridge should alwaysfilter
LAT protocols, any LAT protocol message destined for node Z will be filtered. In
other words, the bridge will only forward a packet if no filters are set to filter that
packet.

Packet-Forwarding Problems and Solutions

This section presents some examples of how thefiltering features of bridges can be
used to solve various extended LAN problems.

6.6.1 Example 1—Heavy Broadcast Traffic

Problem

Theextended LAN shownin Figure 6-6 illustrates some of the problemsand possi-
ble solutions associated with heavy broadcast environments. Assume that the fol-
lowing network conditions exist:

* NodesW, X, Y, and Z are only afew of many nodes on alarge extended
LAN (LAN 1) that handles heavy broadcast traffic. Much of the traffic on
that LAN is due to the TCP/IP protocol used by many of the nodes.

* NodesA, B, and C are small systems connected to their own LAN segment
(LAN 2). They cannot handle a heavy traffic load but still must be ableto
communicate with certain TCP/IP nodes on LAN 1.

* A LAN Bridge 200 interconnects the two LANSs.

The TCP/IP protocol can create a heavy traffic |oad because of the way it operates.
When aTCP/IP node needs to request a service from another TCP/IP node but does
not know the address of that node, the following action occurs:
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Figure 6-6: Example 1—Heavy Broadcast Traffic
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* Sincethe TCP/IP protocol does not use multicast addresses in communicat-
ing with other nodes, the requesting node sends an Address Resolution Pack-
et (ARP) to the broadcast address. This transmits a message to al nodes on
the network requesting the desired service.

* All nodes receive the ARP message and examine it to determine how they
should react. Any TCP/IP node that can provide the service responds by in-
forming the requesting node of that fact.

* Nodesthat do not use TCP/IP, however, also examine the message and send it
to ahost which checks it and decides to disregard it. This consumes control -
ler time, CPU time, and buffer space.

e Thisheavy broadcast traffic can become even worse if certain problems or
error conditions occur. Also, some workstations can behave like routers and
respond by appending a message to the transmitted message, thus increasing
the aready heavy traffic load.

As aresult, in certain situations, a protocol such as TCP/IP can cause extremely
heavy traffic loads on a network.
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Possible Solutions

1. The addressfiltering feature of the LAN Bridge 200 and DECbridge 500/600
series provides a convenient way of handling the heavy traffic problem. To
keep the traffic load on LAN 2 manageable, first determine precisely which
nodes on LAN 1 must be able to communicate with the nodeson LAN 2.
Then use address filtering to forward only messages between those sel ected
nodeson LAN 1 and LAN 2, and filter all the rest.

For example, suppose you determine that the nodes on LAN 2 need only
communicate with nodes W, X, Y, and Z on LAN 1. You can use bridge man-
agement to place the bridge in manual mode. This clears the existing address
database in the bridge, prevents the bridge from learning new addresses, and
forces the bridge to accept only addresses supplied by bridge management.
You can then specify the addresses of nodes A, B, C, W, X, Y, and Z, set up
the bridge to only forward messages between those two groups of nodes, and
filter al therest.

Alternatively, suppose you determine that nodes W, X, Y, and Z are the only
nodeson LAN 2 that nodes A, B, and C need not communicate with. You can
use the normal mode of the bridge, and set nodes W, X, Y, and Z to be fil-
tered. That is, direct the bridge to filter all traffic sourced from or destined to
nodesW, X, Y, and Z.

2. Incertain cases, LAN 1 traffic may also be reduced by using the protocol fil-
tering capabilities of the bridge (a LAN Bridge 200 in this example). Suppose
the nodes on LAN 2 communicate with each other exclusively in a protocol
such as AppleTalk. If none of the nodes on LAN 1 uses AppleTalk, then none
of the AppleTalk traffic on LAN 2 needsto be forwarded to LAN 1. Protocol
filtering will let you set up the bridge to filter all AppleTalk messages.

If the bridge used in this example were not aLAN Bridge 200, then the only
way to limit the heavy TCP/IP traffic on LAN 2 would be to physically group
all nodes according to protocol. If possible, you would have to group al
TCP/IP nodes together on the same LAN (LAN 1). Then, you could use des-
tination address filtering to prevent the bridge from forwarding any messages
directed to the broadcast address. Thiswould prevent al broadcast messages
on LAN 2 from being forwarded to LAN 1.
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6.6.2 Example 2—Local Area VAXclusters

Problem

Inalocal area VA Xcluster (LAV C) systems, asshownin Figure6—7, all nodesinthe
cluster sharethedataresourcesof acentral station. Therefore, by itsnature,an LAVC
may generate aheavy trafficload onthe network that containsthecluster. Thisheavy
traffic can needlessly bog down other network nodesthat are not apart of the cluster,
especially lower-performance nodes or controllers.

Figure 6—7: Example 2—Local Area VAXclusters

A. Local Area VAXclusters without bridges

<
Heavy
traffic

[ 1
g e [

Local Area
VAXcluster

B. Local Area VAXclusters with bridges

Local Area Local Area
VAXcluster VAXcluster

LKG-4513-90I

6-16 Bridge and Extended LAN Reference



Possible Solutions

Cluster traffic can beisol ated by grouping all the nodes of one cluster together onthe
same L AN and using abridgeto keep that cluster traffic away from other nodes (and
other clusters). Figure 6—7 shows how bridges can be used to connect clustersto a
network backbone while keeping them isolated from each other and from other
nodes in the network.

If the bridges used are the LAN Bridge 200 or the DECbridge 500/600 series, the
simplest way of isolating the clusters is through protocol filtering. Using bridge
management, simply set each bridgeto filter the LAV C protocol. Thiswill keep the
LAVC traffic local within each cluster and off the system backbone.

If other bridgeswithout protocol filtering are used, it may be possibleto employ ad-
dressfiltering to isolate each LAV C from the network backbone. Standard destina-
tion address filtering filters all cluster messages directed to physical addresses.
However, all messages directed to multicast addresses are normally forwarded. To
overcomethis, you can determine the multicast address used by the cluster and add
that address (or addresses) to the bridge’s database. Then, through its normal desti-
nation address filtering, the bridge will prevent multicast messages from being for-
warded to the network backbone.
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6.6.3 Example 3—Totally Blocking Out a Node
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Problem

In someinstances, youmay find it useful tototally block out one or more nodesfrom
the network backbone. Figure 6-8 shows one such example. That sample network
consists of abackbone and several sub-LANslocated in separate buildingstowhich
you may not have access. Suppose node A on one of those sub-L ANs malfunctions
and repeatedly transmits messages that disrupt network operation. (Such anodeis
sometimes called ascreaming node or babbling node.) Becauseyou do not have ac-
cess to the building, you cannot physically remove that faulty node from the net-
work.

A similar situation can also exist when debugging new equipment or new protocols
in adevelopment environment.

Figure 6-8: “Screaming Node” Example
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Possible Solution

By meansof bridge management, you can usethe address-filtering capabilitiesof the
LAN Bridge 200, for example, tototally block all traffic to and from the defective
node. This removes that node from the network.
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6.6.4 Example 4—Limiting Access to Nodes
Problem

In some environments, some nodes must be denied accessto certain LANSsor to cer-
tain nodeson aLAN. For example, in an academic environment, students cannot be
allowed to access nodes that contain grading and other confidential information. In
the example shown in Figure 6-9, all the nodes used by instructors and administra-
tors are connected to LAN 1 and all the students' nodes are connected to LAN 2.

Assumethe grades are stored on node A. Node B isused by instructorsto specify or
modify thegradesand, therefore, must be ableto communicatewith node A. NodeC,
however, is a students’ node and definitely should not have access to node A.

Figure 6-9: Extended LAN in an Academic Environment
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Possible Solutions

1. If thebridgeisaLAN Bridge 200 or a DECbridge 500/600, source address
filtering can be used. Using bridge management, you can send the address of
node C to the bridge and specify that all messages emanating from that node
should be filtered. Thiswill prevent node C from accessing any of the nodes
on LAN 1.

Configuration 6-19



2. If the bridge does not have source address filtering, destination address filter-
ing can be used (in a subtle way) to attain the same results. Using bridge
management, you can purposely misinform the bridge that node A is con-
nected to line 2 (rather than to line 1). This logically moves node A from line
1toline 2 (in the bridge's address database), even though node A remains
physically connected to line 1.

Because nodes A and B are both physically on LAN 1, the bridge has no ef-
fect on the intercommunication between those two nodes. However, when
node C tries to communicate with node A, the bridge does not forward those
messages because it thinks that both node A and node C areon LAN 2. Asa
result, all packets from node C remain on LAN 2 and are never received by
node A (becauseit is physically connected to LAN 1).

NOTE

In the above example, node A is intentionally locked
down to the wrong line to protect against malicious at-
tacks. Use this approach with care because the locked-
down node will become inaccessible to certain other
nodes, thereby becoming isolated from parts of the net-
work.

6.6.5 Example 5—Masquerading Nodes
Problem

A masguerading node isanode that is physically located on one side of the bridge,
posing asanodeontheother sideof thebridge. Inthe previousexample, thegoa was
to prevent node C (the students' node) from accessing node A (the grades). Even if
the solutions proposed in that example were implemented, aresourceful student on
node C might try to gain accessto node A by masquerading asnode B (by using node
B’saddressasitsown sourceaddress). Thiswould defeat the source addressfiltering
of node C and causethe bridgeto forward the message to node A, thusgivingnode C
(the masquerading node) access to node A (the grades).

Possible Solutions

Using bridge management, you can lock down node B to line 1. Then, if the bridge
receivesamessageonline2fromanodeclaimingtobenodeB, it filtersthemessage.
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6.7 Multiport Filtering/Forwarding

The network manager can restrict access to the various extended LANSs by control-
ling thedisposition of the portson each bridge. Ingeneral, thefollowing dispositions
can be applied to any port:

SET node x PORT=n —Lock down node x to port n.
SET DI SPCSI Tl ON=FI LTER — Alwaysfilter.

SET DI SPCSI TI ON=FORWARD — Always forward (2—port bridges only).
NOTE

The command formatsused in this section arefor illus-
tration purposesonly. To determinethe exact command
formatsfor your network management system, refer to
the documentation provided with that system.

The FORWARD disposition does not apply to multiport bridges because it is not
realistic to forward packets with physical addressesto all ports. Packets directed to
physical addresses are forwarded only to the LAN containing that address.

On multiport bridges such as the DECbridge 600 series, similar dispositions can be
applied to individual ports or groups of ports. For example,

FI LTER LI NE 1 —Alwaysfilter to nodes on port 1.

FORWARD LI NE 2, 3,4 —Only forward to nodes on ports 2, 3, and 4.

Note that these two dispositions accomplish the same goal. Messages can only be
forwarded to ports 2, 3, and 4; never to port 1.

Onmultiport bridges, network management can al so assign dispositionsto individu-
a input/output port pairs, for a particular address or protocol. For example:

| NPUT PORT (1), OUTPUT PORT (2)
| NPUT PORT (2), OUTPUT PORT (1, 3)
| NPUT PORT (3), OUTPUT PORT (4)
| NPUT PORT (4), OUTPUT PORT (0)
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allows forwarding of aspecified address or protocol from port 1 to port 2, port 2to
ports 1 and 3, and port 3 to port 4. No forwarding of that address or protocol is al-
lowed from port 4 to any other port.

Note that the bridge's learning process overrides entries in the forward/filter map.
For example, if the bridge learns that an address originateson line 1, it will not un-
necessarily forward packets destined to that address and already on line 1 to other
ports on the bridge, even if the forward/filter map allows the bridge to do so.

The ability to control individual port pairs greatly increases the flexibility of multi-
port bridges. Management, however, should use only the level of filtering/forward-
ing control that is needed to do the job. Applying a more detailed level of filtering
than is needed unnecessarily uses more processing time.
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6.7.1 Example 6 — Using Multiport Bridges to Control Load Server Traffic

Problem

Inthe extended LAN shown in Figure 6-10, nodes on any of the LAN segments can
regquest load service at any time. Following ageneral power-off condition, all nodes
may reguest |oad service at the same time, flooding the network, and preventing or
delaying the load servers from servicing the requests.

Figure 6-10: Example 6 — Extended LAN With Load Servers
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Possible Solution

Any DECbridge 600 series multiport bridge can be used to control the direction and
the flow of traffic between the load servers and the nodes. The new configurationis
shown in Figure 6-11.

Figure 6-11: Example 6 — Using Multiport Bridges to Control Load Server Traffic
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Network management setsthe multicast |oad request addressto aFORWARD dispo-
sition, and specifieswhich portswill be allowed to forward load request packets. In
this example, the following per-port forward map would be defined for each of the
three bridges on the ring:

I NPUT PORT (1), OUTPUT PORT (0)

| NPUT PORT (2), OUTPUT PORT (3)

I NPUT PORT (3), OUTPUT PORT (0)

| NPUT PORT (4), OUTPUT PORT (3)
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NOTE

Refer to thedocumentation provided with your network
management softwarefor specific command formatting
information.

With these port assignments in building A, load requests on LAN 2 will go only to
LAN 3, loadrequestson LAN 4 will goonly to LAN 3, andload requestsfrom LANs
1 and 3 will always be filtered.

For example, load requestsfromnode X will goonly toLAN 3, wheretheload server
is located. In response to the load request, the load server will send its data to the
physical address of node X. The bridge, through its address data base, knows that
node X islocated on LANZ2. LANs 1 and 4 will never seethetheload request or the
load server data, thus limiting load server traffic to only those LAN segments in-
volved in the transaction.
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6.7.2 Example 7 — Using Multiport Bridges to Control LAVC Traffic
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Problem

Toisolatealocal areaVAXcluster (LAV C) from the rest of the network, you would
typically group all the LAV C stations together on the same LAN segment (if possi-
ble), and use abridgetofilter that LAV C traffic from therest of the network. Asde-
scribedin Example2 earlier in thisChapter, atwo-port bridgewouldfilter thecluster
traffic based either on its LAV C protocol or on its LAV C multicast address.

However, if al the stationsin acluster cannot be grouped onthe same LAN, thisfil-
tering would prevent cluster stations on one LAN from communicating with those
on another LAN.

Possible Solution

DECbridge 600 seriesmultiport bridges can be used asshownin Figure 6-12. Nodes
X.1and X.2 represent stations bel onging to the same cluster (X) but located on dif-
ferent LAN segments. Similarly, nodesY.1, Y.2, and Y.3 arestationson cluster Y, but
located on different LAN segments. All stationsin cluster Z arelocated on the same
LAN segment.

Figure 6-12: Example 7 — Using Multiport Bridges to Control LAVC Traffic
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6.8

Network management can set the dispositionin each bridgeto forward LAV C proto-
cols based on the following per-port forward map:

Bridge 1
| NPUT PORT (1), OUTPUT PORT (4)
I NPUT PORT (2), OUTPUT PORT (3)
I NPUT PORT (3), OUTPUT PORT (2)
| NPUT PORT (4), OUTPUT PORT (1)

ThisalowsLAV Ctraffic on cluster X to be forwarded among the X.1nodes (port 2)
and X.2 nodes (port 3), but isolatesit fromthe FDDI network and fromthe Y cluster
on port 4.

Bridge 2:
I NPUT PORT (1), OUTPUT PORT (2, 3)
I NPUT PORT (2), OUTPUT PORT (1, 3)
I NPUT PORT (3), OUTPUT PORT (1, 2)
I NPUT PORT (4), OUTPUT PORT (0)

ThisallowsLAV Ctrafficon cluster Y to beforwarded among the Y.1nodes (through
port 1 and the FDDI ring), the Y.2 nodes (port 2), and the Y.3 nodes (port 3), but iso-
latesit from cluster Z on port 4. LAV C traffic on cluster Z isnever forwarded to any
other port, and remains isolated on that LAN.

Controlling Access to Bridges (Bridge Security)

There are two ways to control access to bridges:

* Hardware switches— Digital bridges contain two hardware switches (Port
Access switches) that can prevent stations on that port from changing any of
the bridge’s internal parameters through the use of bridge management.

When one of those switches is on, accessto that port is enabled and any sta-
tion with bridge management on that LAN can monitor and change bridge
parameters. When the switch is off, stations on that LAN can read but cannot
write bridge management parameters.

These hardware switches also prevent downline loading and remote resetting
of the bridge.
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In Examples 4 and 5 of Section 6.6, the access switch on the student side
could be turned off (disabled), and the access switch on the administrator/in-
structor side could be turned on (enabled). This would prevent stations on the
student’s LAN from changing bridge parameters.

* Password — The purpose of the password featureisto alow only authorized
usersto set and change bridge parameters. The password can be up to 16
characterslong and is case-insensitive.

To help protect against unauthorized access to the network, a 6-byte counter
counts invalid password entries. If you suspect malicious attempts on the net-
work, checking this counter regularly will help you detect those attempts.

6.9 Simple Bridges

High-performance bridges are store-and-forward devicesthat filter any packet des-
tined for anode onthe sameport, or any packet that matchesamanagement-set filter.
All local packets are filtered and remain local.

Simplebridgesare al so store-and-forward devices, but some may not have the capa-
bility to performany filtering. All packetsreceived on onesideof asimplebridgeare
forwardedtotheother side, regardlessof wherethe destination nodeislocated. Also,
simple bridges contain no spanning tree algorithm and therefore cannot be placed in
abackup mode of operation. When powered up and operational, smple bridges are
awaysin aFORWARDING state.

In reference to the bridge model described in Chapter 2, simple bridges can be con-
sidered ashaving no Spanning Tree entity, no protocol or address database, or possi-
bly neither of the two.

Because of thisinability to control simple bridges, avoid placing them in parallel
with high-performance bridges. Such a configuration would cause the high-per-
formance bridge to bein abackup mode aslong asthe smple bridge is operational,
thereby wasting the filtering features of the high-performance bridge.

If placedin such aconfiguration, however, the high-performance bridgewill contin-
ue to monitor the operation of the simple bridge by listening to its own Hello mes-
sages. If the simple bridge becomes inoperable, the high-performance bridge will
take over and go into the FORWARDING state.
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6.10 FDDI Bridges

The DECbridge 500/600 series are FDDI-t0-802.3/Ethernet bridges. They act asa
link between an FDDI ring and up to three |EEE 802.3/Ethernet ports. This series of
bridges contain both single attachment station (SAS) and dual attachment station
(DAS) options, depending on the individual models. SAS bridges connect to the
FDDI dua ring through a concentrator. DAS bridges can connect to the dual ring
directly.

6.10.1 Dual Homing

DA Sbridgescan al so be connected tothe FDDI ring through adual homing configu-
ration. Figure 6—13 showsan example of dual homing using two concentratorsand a
DAS bridge. One link of the DAS bridge is used as the primary link, and the other
link isused asabackup link. If concentrator 2 or the primary link to the DAS bridge
fails, the backup link to the DAS bridge, through concentrator 1, is activated. This
helps to ensure uninterrupted service between FDDI and non-FDDI LANS.

Figure 6-13: Example of a Dual Homing Topology
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6.10.2 Optical Bypass Relay
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DECbridge 500/600 series bridges also have an optical bypass relay connector
(shownin Figure 6-14) that provides signalsfor an optical bypassrelay switch. The
switch can be used to maintain connectivity of the FDDI ring during apower failure
or fault condition in the bridge. This switch allowsthelight to bypassthe optical re-
ceiver in the bridge, thereby maintaining the operation of the FDDI ring.

Figure 6-14: Optical Bypass Relay
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Optical bypass relays have a power penalty, however, which may cause the maxi-
mum allowableloss between stationsto be exceeded. Thislimitsthe number of seri-
ally connected relays in the ring.

Other considerations when using optical bypass relays include:

* Bypassrelaysintroduce additional lossin the network, and they do not per-
form repeater functions of amplifying and restoring the bit stream.

* By bypassing a station, the new distance between adjacent stations may ex-
ceed the maximum allowable value.

e Bypassrelays, as any mechanical devices, may introduce less than reliable
service to the network.
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6.11 Bridges and Repeaters

An Ethernet repeater is used to interconnect multiple segments of standard Ethernet
cable. Asshownin Figure 615 (A), up to two level s of repeaters can be used to ex-
tend the length of a standard Ethernet LAN from 500 meters (1640 feet) for asingle
segment to 1.5 kilometers (0.93 mile) for three segments in series. Link segments
may al so be added for further extension. Therepeater retimes, amplifies, and repeats
thesignal that it receives on one Ethernet segment and passesthat signal to the next
segment.

Digital bridges, however, storeall received packetsand, if necessary, regenerate and
forward the packets to the opposite LAN. Bridges therefore enable you to build ex-
tended LANs many times larger than Ethernet single-LAN guidelines allow. Each
bridge startsanew single-LAN segment, which itself can be extended by the use of
repeaters, as described above. As shown in Figure 6-15 (B), up to seven levels of
bridges can be used.

Another important advantage of abridge over arepeater isthebridge’ sability toiso-
late errors. Because the bridge looks at the entire frame before forwarding it, it can
filter collision fragments, frameswith errors, and other Physical layer faults. There-
peater, with its bit store-and-forward ability, generally cannot isolate these errors.
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Figure 6-15: Maximum Levels of Bridges and Repeaters
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6.12 Spanning Tree Modes

This section describes the dual spanning tree modes that can be used by Digita’s
bridges.

6.12.1 Types of Spanning Tree Modes

The spanning tree computation process developed by Digital Equipment Corpora-
tionwasfirstimplementedin Digital’sLAN Bridge 100 product. This spanning tree
algorithm was offered to the |EEE and isnow part of the |EEE 802.1d, MAC Bridge
Standard.

Although the two algorithms are identical and produce exactly the same spanning
treetopol ogies, the| EEE 802.1d standard usesseveral different parameterstoimple-
ment the algorithm. For exampl e, the multicast address used for bridge Hello mes-
sages in the LAN Bridge 100 spanning tree mode is different from the multicast
address used for Hello messagesin the |EEE 802.1 spanning tree mode. Asaresult,
bridgesthat operatein one of these two spanning tree modes cannot understand Hel -
lo messages from bridges that operate in the other spanning tree mode.

To illustrate the problems involved in having the two types of bridges in the same
network, assume that aLAN Bridge 100 is connected in aloop with a bridge using
the IEEE 802.1 spanning tree mode. Because the two bridges cannot understand
each other’s Hello messages, the first oneto receive aHello message from the other
will simply ignorethe message and passit on. The sender of that Hello message, de-
tecting its own Hello message on both of its ports, will placeitself inthe BACKUP
state. Inthissituation, the spanning tree algorithm isno longer deterministic. A user
cannot predict (or control) which of the two bridges will be the forwarding bridge
and which will be the backup bridge.

Another problem can arise if both bridges come up at the same time. That would

cause both bridgesto cycle continuously between the BACKUP state and the FOR-
WARDING state.
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6.12.2 Migration Bridges
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To help handle the problem in which networks have both types of bridges, some us-
ing the LAN Bridge 100 spanning tree mode and others using the |EEE 802.1 span-
ning tree mode, Digital manufactures the LAN Bridge 150, LAN Bridge 200, and
DECbridge 500/600 series. These bridges can dynamically adapt to either the LAN
Bridge 100 spanning tree mode or the | EEE 802.1 spanning tree mode, depending on
what the network configuration requires. An Auto-Sel ect software switch controlled
by bridge management lets you either enable this auto-select feature, or lock the
bridge in the IEEE 802.1 spanning tree mode. Bridges with this auto-select feature
are sometimes called migration bridges.

When a migration bridge is installed, it defaults to the IEEE 802.1 spanning tree
mode. If it detectsany bridgesoperating inthe LAN Bridge 100 spanning tree mode,
it automatically switches to that mode and discards any Hello messages received
from an IEEE 802.1 spanning tree bridge. This subdivides the network into two
parts: asubnetwork that usesthe LAN Bridge 100 spanning tree mode on one side of
thebridge and asubnetwork that usesthe | EEE 802.1 spanning tree mode on the oth-
er side (see Figure 6-16). Each of these two subnetworks operatesin its own span-
ning tree mode and, more importantly, the resulting spanning tree topology is
deterministic. If the migration bridge stops hearing LAN Bridge 100 spanning tree
mode messages, it automatically reverts to the IEEE 802.1 spanning tree mode.

If theroot bridgeisamigration bridge, it would not normally be aware of the LAN
Bridge 100turning off (or failing), sinceroot bridgestransmit but do not receive Hel -
lo messagesfrom other bridges. To overcomethis problem, every 5 minutesthe mi-
gration root bridge polls a LAN Bridge 100 that it knows exists on the network.

If theroot bridge doesnot receive aresponsefromthe polled LAN Bridge 100 within
acertain time, it assumes that the bridge is no longer operational. The root bridge
then uses the multicast address to determine whether thereisany other LAN Bridge
100 onthe network. If thereisanother LAN Bridge 100, theroot bridge notesits ad-
dressand pollsthat bridge periodically to check onitsoperational status. However, if
the root bridge does not detect any other LAN Bridge 100 on the network, it reverts
to the IEEE 802.1 spanning tree mode.
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Figure 6-16: Using a Migration Bridge in a Network

802.1 spanning
tree mode

Migration
bridge

Bridge LAN Bridge 100
spanning tree mode

>

(i ——"

LKG-5410-90I

6.12.3 Special Application for a Migration Bridge

A migration bridge operating i n the auto-sel ect mode can beauseful tool for locating
and replacing bridges that use the LAN Bridge 100 spanning tree mode. For exam-
ple, assumethat an existing network contains some bridgesthat usethe LAN Bridge
100 spanning tree mode and other bridges that use the IEEE 802.1 spanning tree
mode. Suppose that you want to locate and upgrade all the bridgesthat usethe LAN
Bridge 100 spanning tree mode with bridges that use the | EEE 802.1 spanning tree
mode. A network manager could proceed as follows:
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1. Upgrade al bridges that are known not to run a spanning tree implementation
that complies with the IEEE 802.1d, standard.

2. Useamigration bridge as the root bridge for the extended LAN.

3. Use bridge management to determine whether any bridge is being polled by
the root bridge. If abridge is being polled, that bridge is operating in LAN
Bridge 100 spanning tree mode and is keeping the root bridge in LAN Bridge
100 spanning tree mode. It is a bridge that was overlooked in step 1.

4. Upgrade that bridge to an 802.1 spanning tree bridge.

5. Repeat the procedure until the root bridge automatically switches back to
|EEE 802.1 spanning tree mode. This indicates that no LAN Bridge 100
spanning tree mode bridges remain in the network.

6.13 Hierarchical Bridge Structures
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Figure 6-17 shows an overview of the hierarchical structure of atypical extended
LAN. The sample network uses an FDDI ring with concentrators and bridgesto in-
terconnect the three buildings. Two of the buildings are approximately 200 meters
(656 feet) apart. Thethird building is approximately 6.4 kilometers (4 miles) away
from the other two and isconnected to them by afiber opticlink. The FDDI ring may
also contain other concentrators and DAS bridges to connect to other LANsin the
network.

On each floor of each building, nodes that share a common environment are con-
nectedtotheir own LAN segment. Figure 6-18 and Figure 6—19 show how theLAN
segmentsareinterconnected in each building. In buildings1 and 2, each of the office
segments, lab segments, and computer room segments is connected through a two-
port bridge to a concentrator for that floor. The bridges keep the local traffic local,
thereby reducing the traffic load on individual LAN segments throughout the net-
work. The concentrators for each floor in the building all connect to the FDDI ring
through one concentrator dedicated to that building.

Building 3 has both system segments and LAT segments, and uses two multiport
bridges (DECbridge 600 series) toisolatethetwo sets of segmentsfrom one another.
A concentrator connectsthe multiport bridgesto the 100-Mb/sfiber optic cablefrom
building 1and 2. Asshownin Figure 6-19, aport on one of thetwo multiport bridges
isused as a 10-Mb/s backup link between building 3 and buildings 1 and 2.
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Figure 6-17: Extended LAN Example (Overview)
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Figure 6-18: Extended LAN Example (Buildings 1 and 2)
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Figure 6-19: Extended LAN Example (Building 3)
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7
Network Troubleshooting Methodology

This chapter describes steps that you should complete to devel op afirm foundation
onwhichto base operational and diagnostic testsof your network. Effective network
troubleshooting requiresthat you achieve firm baseline knowledge of your network
topology before you start the actual troubleshooting.

7.1 Knowing Your Network

During network troubleshooting, it hel psto have agood understanding of how your
network operates under normal circumstances. This can help you to recognize un-
usual circumstances faster and allows you to focus on the relevant troubleshooting
information. Also, if you maintain acurrent knowledge of your network, youwill be
better ableto uncover abnormalitiesin performanceor operationthat signal potential
problems. This section explainswhat you need to know about your network, includ-
ing its topology, normal performance, and normal use.

7.1.1 Network Topology

Network topol ogy refersto the physical and logical location of devicesin anetwork.

Physical location refers to where a network device is stationed, for example, in a
computer lab, a user’s office, a factory floor, an office communications cabinet
(OCC), or other location.

Logical location refersto the functional interconnections between devices. For ex-
ample, anodethat islogically adjacent to another node can be physically located on
another floor of a building. Functionally, the adjacent node is the closest node in
terms of network hops.
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Up-to-date maps of the physical and logical locations of all the devicesin anetwork
are critical for successful network troubleshooting. Maps can help you understand
the extent or overall impact of afailureand can help youisolate problemsto apartic-
ular LAN, LAN segment, or even a service on aLAN segment.

You can perform simpletestsfrom your officetoisolate the source of aproblem and
then match your findings to the problem device on the network map. An accurate
map allowsyou to go directly to the correct physical source of the problem with the
proper tools and begin solving the problem. Without an accurate network map, you
canwaste valuabletimelooking for the problem devicerather than solving the prob-
lem.

Thefollowing softwaretoolscan hel p you maintaintopol ogical informationand net-
work maps:

* DECems (DEC Extended LAN Management Software)—Allows users
logged in to a VAX host to control and monitor any LAN Bridge in an ex-
tended LAN. In addition, DECelms provides statistics gathered by the bridge
to help monitor and troubleshoot LANS.

¢ NMCC/VAX ETHERnim—Gathers information about Ethernet nodes, veri-
fies that nodes are reachable, graphically displays the LAN topology, and
monitors Ethernet traffic.

*  NMCC/DECnet Monitor—Maintains wide area network topology maps.

If these tools are not available, you may want to generate network maps manually.
Regardless of the method you use to generate the maps, the maps must be up to date
to be of any value. Be sureto monitor any changesto circuitsor devicesin your net-
work and to update your maps with this changed information regularly.

7.1.2 Network Performance
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If you understand the normal range of performancein your network, you can better
determinewhen the network performspoorly dueto anetwork problem. You canuse
tools such asthe LAN Traffic Monitor for LANs and the NMCC/DECnet Monitor
for WANsto accumulateinformation on historical performanceand error character-
istics. You can also usethe NM CC/VAX ETHERnNim and the Network Control Pro-
gram (NCP) to accumulate performance information.
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Theimportant concepts to understand concerning network performance are thresh-
oldsand usage peaks. A threshold isthe maximum value set for aparameter. A usage
peakisthemaximum level of user activity that the network canwithstand before per-
formance is adversely affected.

When thresholds are reached or when user activity reaches apeak, transient and in-
termittent performance problems may begin to surface. Performance problems can
be the most difficult to isolate, primarily because they are often transient and inter-
mittent. For example, when traffic and queuing requestsincrease, bandwidth thresh-
olds can be reached and performance problems can occur. The NMCC/DECnet
Monitor’sgraphicsdisplay can help uncover problemsrelated to bandwidth and uti-
lization thresholds and can hel p identify whether insufficient bandwidthisthe cause
of performance problems.

Maintaining historical performance data is essential for troubleshooting transient
and intermittent problems. For example, if you have a transient problem, you can
compare the historical performance data against the current performance data and
evauatethedifferencesto helpisolatethe source of the problem. Historical perform-
ancedataisalso very useful intrend analysisfor network growth and network plan-
ning.

7.1.3 Network Usage
! nunderstanding thetypical use of your network, you need to be aware of thefollow-
ing:
* The applications running on your network
e Thetimes when those applications are running
* The peak performance periods

You should know the types of applications on your network and the typical traffic
patterns that the applications produce. For example, some applications can cause
performance behavior that is different than normal operation, but is still within ac-
cepted bounds. Understanding this hel ps you determine when a change in perform-
ance is acceptable and can be ignored and when it is not acceptable and requires
action on your part.
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You should also be aware of any unusual performance that a particular application
causes, and the possibl e effectsit may have on other applicationsrunning at the same
time. Understanding the performance of the applicationsinyour network allowsyou
to predict peak usage time, anticipate problems before they occur, and design your
network to accommodate the needs of users who require these applications.

Overview of the Network Troubleshooting Methodology

Thissection showsyou how to apply the knowledge of your network inamethodical
way to resolve any network problem. This network troubleshooting methodol ogy
consists of the following steps:

Obtain and refine a problem statement.
Gather information about the problem.
Analyze, interpret, and classify the information.

Solve the problem or refer to the responsible person.

o~ L NP

Clean up any parameters or files created for testing, and remove any test
equipment such as loopback connectors.

6. Verify the solution.
7. Document the problem and archive the solution.

Theflowchart in Figure 71 shows the rel ationships between the seven steps of the
network troubleshooting methodology. This flowchart is based on the assumption
that you understand your network’ stopology, architectures, software, performance,
and normal use, and can apply this knowledge throughout the process. The remain-
ing sectionsof thischapter describethetroubl eshooting methodol ogy in moredetail.
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Figure 7-1. Network Troubleshooting Methodology
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Gathering, analyzing, interpreting, and classifying information are steps that you
may need to perform repeatedly throughout the troubleshooting process. The fol-
lowing exampl e shows how these steps apply to solving the problem, “ Remote node
is not currently reachable.” The example uses the network configuration shown in
Figure 7-2, where node Z cannot reach node A.

Figure 7-2: Remote Node Unreachable—Example

Bridge Bridge

— o e =0

DELNI
Kl
Node AI Node B I Node C I Node DI

LKG-4523-90I

To solve the problem, compl ete the following steps:

1. Ensurethat node A's addressis correctly defined in node Z’s node database,
and that node Z is on the network.

2. Verify that node Z cannot reach node A by using the following command:
$ DI RECTORY A :

If this command fails, you receive the error, “ Remote node is not currently

reachable.” Because an unreachable node is a prablem in the physical, data
link, or routing layers of the Digital Network Architecture (DNA), you can
focus on problems in those layers and rule out the user’s application as the

source of the problem.

This step helps you to refine the problem statement so that you can focus
your troubleshooting efforts appropriately.
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3. Assuming the Local Area Transport protocol is active, verify whether the

problem is specific to the LAN by trying to connect to the node through LAT.

If you can reach the node through LAT but not through DECnet, you can fo-
cus your efforts on the lower layers of DECnet on node A.

In this step, you gather information, then analyze, interpret, and classify the
information to help determine the cause of the problem, and narrow the focus
of your efforts.

If you cannot reach the node through LAT, then use an accurate LAN map or
the NMCC/VAX ETHERnim display as a guide to the network to try to es-
tablish connections to other nodes on the same LAN segment as node A.

If you cannot reach any other nodes on the segment (nodes B, C, and D), the
problem isaLAN segment problem. If you can reach some nodes on the seg-
ment (for example, node D) but not others (nodes A, B, and C), the problem
may be related to the cable between the DELNI and the transceiver that con-
nects the DEL NI to the Ethernet.

If al connections to the segment fail, the problem is probably related to a
bridge or repeater failure, a cable failure, or a screaming node. If only node A
fails, the problem is specific to node A.

In this step, you gather more information, then analyze, interpret, and classify
the information to help determine the cause of the problem.

The preceding example illustrates the following points:

Knowing DNA helps you identify the problem as a physical or data link layer
problem.

Knowing LAN architecture helps you identify the problem as LAN specific.

Knowing the topology and how to use a network map helps you isolate the
problem further.

Knowing how to use network tools helps you perform tests.

Testing connectivity to other remote nodes helps you eliminate reachable
nodes from the troubleshooting effort and isolate the problem to aLAN seg-
ment.
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7.3 Analyzing, Interpreting, and Classifying Information

Thisstep of thetroubleshooting processinvolves methodically eval uating theinfor-
mation you collect. Although this step includes several actions, it is considered as
one step because the actions are so interrelated. During this step, keep in mind the
goal of isolating the problem physically to the node, LAN, or WAN levels, and log-
ically to a specific architecture and layer of that architecture.

In analyzing theinformation, you examinethe elementsof information and therela
tionship of each element to the others.

Ininterpreting theinformation, you evaluate the elements of information and there-
| ationships among the elements to get an understanding of the problem.

In classifying the data, you group the information so you can rule out certain prob-
lems and begin to isolate the source of the problem.

The remainder of this section discusses classifications of errors by the following
categories:

e Extent of the problem
* Types of network errors
* Sources of network errors

Asshown in Figure 7-1, you may need to analyze, interpret, and classify informa
tion repeatedly as you gather more specific information about the problem you are
solving. The continual information gathering throughout the troubleshooting pro-
cess, followed by analysis, interpretation, and classification of the information,
helps you isolate the source of the problem and allows you to eventually solve the
problem.

7.3.1 Extent of the Problem
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The extent of anetwork problem refers to the bounds of its disturbance on the net-
work. For example, some problemsinterferewith correct operation of asinglenode,
while other problems interfere with correct operation of multiple nodes, an entire
LAN, or even an entire WAN.
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Classifying the extent of the problem continuestofocusyour efforts, limitsthe scope
of your investigation, and helps you select an appropriate approach to solving the
problem. After you classify a problem as specific to asingle node, LAN, or WAN,
you further define and classify the problem within that area.

The following list defines node, LAN, and WAN problems:

* Node problems— A node problem is limited to a specific node, which in
this manual is generally assumed to be aVVMS node. A node problem gener-
aly involves parameters set in AUTHORIZE, NCP, LATCP, and SY SGEN.

* LAN problems— A LAN problem is specific to the following:
— Network protocols, such as LAT, SCA, and MOP, and SMT

— Network design rules, such as repeater rules, bridge rules, and cabling
rules

— Network hardware, such as bridges, repeaters, connectors, and cabling

Asyou begin to isolate the problem source, you may find that a LAN prob-
lem isrelated to a specific node. Nevertheless, it is helpful to begin classify-
ing the extent of the problem as LAN-wide until you have more information
to determine otherwise.

*  WAN problems— A WAN praoblem extends into a point-to-point Digital
Data Communications Message Protocol (DDCMP) environment. WAN
problems include: circuit down, router unavailable, partitioned area, and re-
mote node access problems. Aswith LAN problems, you may find that a
WAN problem is related to a specific node. Again, it ishelpful to at least be-
gin classifying the extent of the problem as WAN-wide until you have more
information to determine otherwise.

7.3.2 Types of Network Errors

This section defines four types of network errors. hard, inconsistent, intermittent,
and transient.

e Hard errors— Hard errors are consistently reproducible and consistently
produce the same error message or symptom when reproduced under the
same circumstances.
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Inconsistent errors— Inconsistent errors occur when several different error
messages or symptoms ultimately have the same underlying cause. These er-
rors generally involve severa protocols or layers of an architecture. The dif-
ferent error messages result from the ways different applications encounter
the problem in the protocols and the architectural layers. You can usually re-
produce an inconsistent error.

For example, when trying to mail afile to aremote node, a user may get the
following error message:

%Al L- E- SENDERR, error sending to user SM TH at NODElI D
%Al L- E- PROTOCOL, network protocol error)
- SYSTEM F- LI NKABORT, network partner aborted |ogical |ink

However, if the user tries to copy the file to the remote node, the user re-
ceivesthe following error:

YCOPY- E- OPENQUT, error openi ng NODEI D: : USER$31: [ SM TH] MYFI LE. TEMP; 1 as
out put

-RMB-F-FUL, device full (insufficient space for allocation)

COPY- W NOTCOPI ED, USER$25: [ JONES] MYFI LE. TEMP; 1 not copi ed

Both of these problems are related to alack of disk space for the default
DECnet account. However, the errors are different because the means of ac-
cessing the remote node are different—in one case through mail, and in the
other through FAL.

I ntermittent errors— Intermittent errors show up occasionally and always
display the same error message or symptoms for the same circumstances. You
can occasionally reproduce intermittent errors.

For example, setting up a cluster aliasimproperly may result in intermittent
errors. An error occurs when an improperly configured node in the cluster is
requested to perform an alias node function. The user only receives an error
when the request to the cluster goes to the improperly configured node. For
example, if aremote user tries to establish a connection to the cluster, the
connection may fail if the node receiving the request is the misconfigured
node. However, if the user tries the request again, and the node receiving the
reguest is another, properly configured node, the request succeeds.

Intermittent errors may also result when threshold values for various parame-
ters are reached. These thresholds are usually sufficient for normal use, but
during peak use, the thresholds may be reached and errors can result.
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Transient errors— Transient errors occur only occasionally and can rarely
be reproduced. Because you cannot reliably reproduce transient errors, they
are by far the most difficult errors to troubleshoot.

Aswith intermittent errors, transient errors may result when threshold values
for various parameters are reached. Because transient errors tend to occur at
peak usage times, historical performance datais helpful in determining the
cause of the problem.

7.3.3 Sources of Errors

This section describes potential sources of network problems, including user, hard-
ware, software, and configuration errors. Understanding the possible sources of er-
rors enables you to ask questions during the troubleshooting process that help to
narrow the scope of the problem. This, in turn, allows you to quickly isolate the
source of the problem.

User errors— User errorsinclude typing errors, command Syntax errors,
improper use of hardware or software due to an unclear understanding of its
function, and poor applications programming. User errors can result in hard,
inconsistent, intermittent, and transient failures.

Hardware errors— Hardware errors include failed devices, |oose connec-
tions, faulty or noisy circuitry, and lack of power. Most of these errors result
in hard errors, although loose connections and noise on the line can cause
intermittent problems. Noisy or dirty circuitry may also cause transient er-
rors, only occurring at certain traffic levels or with certain bit patterns.

Softwar e error s— Software errors involve improperly configured software,
thresholds being reached, or limitations of the product, such as use of the
product in ways other than those intended and specified. Misconfigured soft-
ware tendsto result in hard errors. Thresholds being reached and product lim-
itations tend to result in intermittent and transient errors.

Configuration errors— Configuration errorson a LAN result from failing
to conform to recommendations for product installation and use. For exam-
ple, errors may result from failing to conform to installation and usage guide-
lines for Ethernet. Performance problems may result from failing to conform
to recommendations for logical network configurations. Configuration errors
can result in intermittent problems or hard errors.
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Isolating the Source of the Problem

Quick and efficient fault isolation is necessary for resolving network problems.
Fault isolation is the process used to determine the source of a prablem. In many
cases, fault isolationisthemost difficult and time-consuming part of resolving anet-
work problem. Themore orderly and efficient thefault isol ation process, the quicker
you can return normal network service to your users.

In some cases, isolating the source of the problem may be all that you can do to re-
solve aproblem. For example, you may determinethat the problem lieswith acom-
mon carrier, requires hardware repair, or involves system parameters on a node to
which you do not have access. In these cases, you must turn over the responsibility
for resolving the problem to the appropriateindividual . However, by properly isol at-
ing the problem first, you allow other individual sto focus on therepair that needsto
be done and help to minimize the overall downtime of network resources.

Inisolating thesourceof aproblem, you usetheinformationyouaccumulatedtolim-
it the scope of your investigation from the broadest possible categorization of the
problem to the narrowest—eventually focusing on the specific cause of the problem.

This section discusses tools and methods to use for isolating problemsto the node,
LAN, and WAN levels. Figure 7-3 showsaflowchart of the problem isolation steps.

Isolating Problems to the Node Level

Most problems, including LAN and WAN problems, can eventually be tracked to
problemson aspecific node. To isol ate suspected node problems, retry thefailed op-
eration to other nodes to determine whether the problem affects only one node or
multiple nodes. For example, if you can get from node A to node C, but not to node B
from nodes A or C, then the problem is most likely in node B.

After youisolateaproblemto aspecific node, you heed to determinewhat exactly on
that node is causing the problem. Usually, the problem involves DECnet, Mainte-
nance Operation Protocol (MOP), LAT protocols, or faulty hardware.

When you troubleshoot node problems, keep in mind the protocol sand the architec-
tural layersinvolved in the problem. When you understand which protocol or archi-
tectural layer is involved, you automatically narrow down the potential factors
contributing to the problem and can focus on the true cause.

Bridge and Extended LAN Reference



Likewise, error messagesallow youto refineyour understanding of aproblem. With
practice, you can use error messages to quickly eliminate potential sources of the
problem and focus on a specific problem area. For example, once you know that the
error message, “ Circuit on-starting,” indicates a hardware, cabling, modem, or cir-
cuit prablem, you can use the VM S error log file to gather more information about
the potential hardware problem causing it. Loopback tests provide additional infor-
mation that can help you isolate the problem to the cabling, modem, or circuit.
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Figure 7-3: Isolating the Source of the Problem
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Theerror message, “ Devicenot mounted,” indicatesthat DECnet hasnot yet started.
Errorsthat occur whilestarting DECnet generally result from the network devicebe-
ing unableto accept a DECnet address because another protocol isalready using the
hardware address. To resolve this problem, you need to stop the other protocols,
make sure DECnet starts first, then restart the other protocols.

The error messages, “Login information invalid,” “Network object unknown,” and
“Network partner exited,” areall DECnet software errorsthat occur inthe upper lay-
ers of DECnet. Knowing this alows you to eliminate potential approaches to the
problem and to focus on using the tools most likely to help you isolate the source of
the problem for these errors. In resolving these types of problems, you may need to
run AUTHORIZE to accessthe SY SUAF file, or NCP to access the network object
database. You may also need to use process creation procedures.

Table 7-1 summarizes the most effective tools for isolating node level problems.

Table 7-1: Tools for Node Problems

Type of Problem Tools to Use
DECnet and MOP NCP, AUTHORIZE, SYSGEN, AUTOGEN,
ETHERnNim, DECelms, LTM, netserver log files
LAT LATCP, SYSGEN, AUTOGEN, LTM
Hardware Error log files, loopback connectors
Isolating problems to the LAN Level

Because of the nature of bus architectures such as Ethernet, it can be difficult toiso-
late aproblem devicein the event of afailure. However, tools such asNMCC/VAX
ETHERNim, combined with a good knowledge of your network topology, can be
very helpful in locating the problem source.

After youisolateaproblemtoal AN, you canfurther isolate the problem within the
LAN by determining which LAN segment has the problem. When you know the
LAN segment involved in the problem, you can focus your efforts on determining
which node or nodes on that segment are causing the problem or are being affected
by the problem. Thisiswhere your knowledge of the topology comesinto play. You
need to know the segmentsthat makeupyour LAN, and theindividual nodeson each
segment.
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Most LAN problems result from problems with a single device. For example, a
screaming node on aLAN (ababbling device) is one node transmitting incorrectly,
and aLAN segment down isabridge or repeater failure or ashort-circuited connec-
tion.

Other important information to keep in mind for solving LAN problems includes
cabling rules, specific protocols, and LAN concepts (CSMA/CD for Ethernet or to-
kenrotationtimefor FDDI, slot time, and round-trip propagation delay). Thisinfor-
mation helps you understand why a problem occurred and how to prevent future
problems from occurring. For example, LAN performance problems may result
from configuration errors. Using your knowledge of concepts, cabling, and proto-
coals, you can configure your network properly by locating devices on the LAN for
optimal performance.

LAN problems can aso involve LAT or downline loading protocols such as MOP,
and may be caused by problemsin a specific area or with a group of nodes. LAN
problemscan include segmentation problems, cabling problems, or aterminal server
problem.

Table 7-2 summarizes the most effective tools for isolating LAN level problems.

Table 7-2: Tools for LAN Problems

Type of Problem Tools to Use
LAT LATCP, TSM, DECserver commands, LTM.
MOP DECelms, OPCOM, ETHERNim, TSM, NCP,
LTM.
Cabling DECelms, ETHERNIim, LTM.
Node See Table 7-1.
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Isolating Problems to the WAN Level

WAN problems only occur in point-to-point environments, and all WAN problems
involve circuit, line, or router problems.

Thefirst thing to dowhenyou suspect aWAN problemistotry thefailed operationto
other nodes on your LAN to eliminate the possibility that the problem is actually
L AN-based rather than WAN-based. If you can compl ete the operation onthe LAN,
try theoperation to other nodesoutsidethe LAN, startingwith nodesjust outside (ad-
jacent) tothe LAN, and working your way out to nodes further and further from the
LAN. This helps you determine the extent of the failure.

If you find you cannot compl ete the operation to other remote nodes, the next stepis
to trace the routing path to isolate potential causes of the problem. Using NCP to
tracetherouting pathisamanual way of generating network topol ogy informationto
help with thistype of problem. NM CC/DECnet Monitor a so helpsin quickly point-
ing out potential WAN problem areas by highlighting failed routersor circuitsonits

display.

For circuit problems, loopback tests help to determinewhich componentsin the path
are functional, and which componentsin the path are not functional.

Router problems can cause unreachable node problems, area partitioning, and cir-
cuit state problems. Router problems are mostly node problems, since arouter isa
node designated to process DECnet traffic from one point to another.

Table 7-3 summarizes the most effective tools for isolating WAN level problems.

Table 7-3: Tools for WAN Problems

Type of Problem Tools to Use

Circuit NCP, DECnet Monitor, loopback tests, path traces,
LTM.

Line NCP, DECnet Monitor, loopback tests, path traces,
LTM.

Node See Table 7-1.
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7.5 Network Management and Troubleshooting Tools

Thissectionliststhetool savailablefor troubl eshooting network problems. For more
detailed information, see the product documentation. Table 7—4 summarizes infor-
mation about the network tools, including the environment inwhich they areusually
used (node, LAN, or WAN) and their primary uses.

Table 7-4: Network Management and Troubleshooting Tools

Tool Environment Uses

Authorize Utility Node Controlling access to VMS sys-
tems, allocating resources to
users

LAN Traffic Monitor LAN Collecting traffic data for any
protocol type on an extended
Ethernet

LAT Control Program Node, LAN Configuring and controlling LAT

protocol on VMS host systems

Network Control Program  Node, LAN, WAN Configuring and controlling
DECnet-VAX networks, moni-
toring network resources, and
testing network resources

NMCC/DECnet Monitor WAN Collecting, analyzing, and eva-
luating network data for Phase
Il and Phase IV DECnet net-
work nodes, and creating and
maintaining databases of node
and link information

NMCC/VAX ETHERNIm LAN Gathering information about
Ethernet nodes, verifying that
nodes are reachable, display-
ing network topology, and moni-
toring Ethernet traffic

DECelms LAN Monitoring and controlling LAN
bridges

Terminal Server Manager LAN Monitoring and controlling ter-
minal servers in an extended
LAN
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7.7

7.8

7.9

Solving the Problem

By this point, you should have the problem isol ated sufficiently that you can apply a
solution. If therequired solutionisbeyond the bounds of your authority or expertise,
you may need help from another person.

Cleaning Up

After you solveanetwork problem, reset and removeall test facilitiesthat weretem-
porarily installed or enabled for troubleshooting. For example, remove loopback
connectors, cancel any requests you made for service from outside vendors, and de-
letetest files. Thisstep ensuresthat any parametersor facilitiesthat you used to solve
the problem do not interfere with the operation of the network.

Verifying the Solution

The purpose of thisstepisto test the solution to confirm that the problemiscorrectly
and adequately solved. If the sol ution does not solve the problem, you need to gather
more information and analyze and interpret the data again.

Documenting the Problem and Solution

Because network problems can be complicated to solve, and because network main-
tenanceisoften ateam effort, it ishel pful to keep arecord of the problemsthat occur
onyour network and how you solved them. When aproblem recurs, you or any other
person responsible for maintaining the network can consult the record and move
quickly to the solution.

When documenting the problem, be sure to include the symptoms of the problem,
when it occurred, the explanation for its occurrence, how you solved it, and thetools
you used to solveit.

For moreinformation on troubleshooting network problems, see the Network Trou-
bleshooting Guide. It provides detailed troubleshooting proceduresfor specific net-
work problems.
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Digital’s Bridge Family

This appendix lists the various bridges available from Digital Equipment Corpora-
tion. All of the bridges sold by Digital are IEEE 802.3 and Ethernet compatible. In
addition, the DECbridge 500/600 series bridges are ad'so ANSI FDDI compatible.
Table A—1 compares the major features for each model.



Table A-1: Comparison of Bridge Features

DECbridge  DECbridge LAN Bridge LAN Bridge LAN Bridge

Features 600 Series 500 Series 200 150 100
Destination address yes yes yes yes yes
filtering

Source address yes yes yes no no
filtering

Protocol filtering yes yes yes no no
Filter rate 480,000 460,000 29,760 24,272 24,272
(packets/second)

Forward rate 1 22,200 14,880 14,880 13,404 13,404
(packets/second)

FDDI bridge 2 yes yes no no no
802.3/Ethernet ports 3 1 2 2 2
Integrated ThinWire no yes yes no no
interface port

Spanning tree 3 yes yes yes yes yes
LAN Traffic Monitor  no no no yes yes
Password protection yes yes yes yes no
Upgrade kit 4 yes yes N/A N/A yes
Network device yes yes no no no
upgrade feature °

Full duplex no no yes no no
Synchronous line no no no no no
Maximum interbridge N/A N/A 10.0 km 3.0 km 3.0 km
fiber optic distance © (6.2 mi) (1.9 mi) (1.9 mi)
Microwave support  no no no no no

1 The maximum forwarding rate of theTransLAN bridge depends on the model. The maximum for-
warding rate of theTransLAN Il is 2000 packets per second (pps), the TransLAN IV is 3000 pps, and
the TransLAN 350 is 5000 pps.

2 All DECbridge 500/600 series bridges (except the DECbridge 600) have either a single attach-
ment station (SAS) or dual attachment station (DAS) connection to FDDI, depending on the model.
The FDDI connection(s) can be multimode or single-mode, also depending on the model.
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Table A-1 (Cont.): Comparison of Bridge Features

Features DECbridge 90 METROWAVE TransLAN
Bridge

Destination address yes yes yes

filtering

Source address no no yes

filtering

Protocol filtering yes no yes

Filter rate 29,694 24,272 14,880

(packets/second)

Forward rate 1 14,847 13,404 2000-5000

(packets/second)

FDDI bridge 2 no no no

802.3/Ethernet ports 2 2 2-8

Integrated ThinWire yes no no

interface port

Spanning tree 3 yes yes yes

LAN Traffic Monitor no N/A no

Password protection yes yes yes

Upgrade kit 4 N/A yes N/A

Network device yes no no

upgrade feature °

Full duplex no no yes

Synchronous line no no yes

Maximum interbridge N/A N/A N/A

fiber optic distance ©

Microwave support no yes no

3 The LAN Bridge 100 and the TransLAN bridge both implement the LAN Bridge 100 spanning tree
algorithm. All other bridges in this table implement either the LAN Bridge 100 spanning tree algorithm
or the IEEE 802.1 spanning tree algorithm.

4 The DECbridge 500/600 series has upgrade kits for upgrading between models. The LAN Bridge
100 also has an upgrade kit for upgrading to a LAN Bridge 150. See the Networks Buyer’s Guide or
contact your local sales office for more information.

5 Allows you to upgrade the bridge firmware from a VMS-based or ULTRIX-based host system.
6 Early versions of the LAN Bridge 100 are limited to a maximum of 2.0 km (1.2 mi).
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B
Workgroup Bridge

Digital also manufactures a DECbridge 90 workgroup bridge for useinits DEChub
90 Ethernet hub or asastandalone module. DEChub 90 isamultifunction Ethernet
backplane that provides mounting, power, and connections for up to eight work-
group LAN products, such as the DECbridge 90.

AsshowninFigure B—1, aworkgroup consistsof asmall number of attached devices
located relatively closetogether. The DECbridge 90 istypically used toisolatelocal
workgroup traffic from the Ethernet network backbone.

B.1 Features of the DECbridge 90

e HasAUI or ThinWire (switch-selectable) connections to the backbone, and a
ThinWire connection to the workgroup.

e Supports a maximum of 200 nodes on the workgroup side.

* Provides protocol filtering.

*  Supports the spanning tree algorithm.

e Can be remotely managed by Maintenance Operations Protocol (MOP).

e Hasaforwarding rate of 14,847 packets per second and afiltering rate of
29,694 packets per second.



B.2 Major Differences Between the DECbridge 90 and Other Digital

B-2

Bridges
e The DECbridge 90 cannot do source address filtering.

The DECbridge 90 has a smaller address database than other Digital bridges.
* The DECbridge 90 learns node addresses only on the workgroup side.

* |f the destination address of a packet to the workgroup is unknown, the
DEChbridge 90 filters the packet. Other Digital bridges would forward the
packet.

* The DECbridge 90 must be configured as an end-node bridge, that is, no oth-
er bridges can be installed in the workgroup.

Figure B-1: Sample DECbridge 90 Configuration

Computer Computer Server
\%
L
—_
Ethernet backbone AUI or ThinWire

DEChbridge 90

workgroup bridge
Workgroup ThinWire segment

qr oo -
Workstation Terminal
‘ I ‘ I computer
T T
| Repeater l. | Server I

Workstations Terminals

LKG-5414-91I
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Related Documents

This appendix lists documentation that provides additional information about Digi-
tal’sbridgesand networks. Ordering informationisprovided at the back of thisman-

ual.

C.1 Product Related Documentation

Fiber Distributed Data Interface System Level Description (Order No.
EK-DFSLD-SD)

Describes Digital’s Fiber Distributed Data Interface (FDDI) implementation,
how it works, and the role of the individual FDDI components. The manual
also discusses Digital’s approach to network management and the facilities
provided by network management software and ring-wide configuration is-
sues.

DECelms Use (Order No. AA—PAK2A-TE)

Describes how to use DECelms (DEC Extended LAN Management Soft-
ware) to configure, manage, and monitor the LAN Bridge 100, LAN Bridge
150, LAN Bridge 200, DECbridge 500, and DECconcentrator 500.

DECelms Installation (Order No. AA-PAK1A-TE)

Explains how toinstall and verify DECelms (Extended LAN Management
Software) on aVMS system.



DECelms Reference (Order No. AA-PBWBA-TE)

Contains reference information on the DECelms (Extended LAN Manage-
ment Software) commands.

DECmcc Bridge Access Module Use (Order No. AA—PD1BA-TE)

Explains how to use the DECmcc (Digital Management Control Center)
Bridge Access Module to configure, monitor, and manage bridges.

DECbridge 500/600 Series Installation and Upgrade (Order No.
EK-DEFEB-IN)

Explains how to install the DECbridge 500/600 series units, how to verify
their operation once installed, and how to upgrade from one model to another.

DECbridge 500/600 Series Problem Solving (Order No. EK-DEFEB—PS)

Explains how to troubleshoot and service the DECbridge 500/600 series
units, how to remove and replace the field-replaceable units (FRUS). It also
includes other technical information about this series of bridges.

LAN Bridge 200 Installation (Order No. EK-DEBAM-IN)

Explains how to install the LAN Bridge 200 and how to verify its operation.
It also describes the LAN Bridge 200 controls and indicators.

LAN Bridge 200 Problem Solving (Order No. EK-DEBAM—PS)

Provides diagnostics for isolating bridge faults to the field-replaceable unit
(FRU). This manual also provides removal and replacement procedures for
each FRU.

LAN Bridge 150 Installation (Order No. EK—LB150-IN)

Explains how to install the LAN Bridge 150 and how to verify its operation.
It also describes the LAN Bridge 150 controls and indicators.

LAN Bridge 150 Technical Manual (Order No. EK-LB150-TM)

Provides a genera description of the LAN Bridge 150 unit at the functional
component level.

LAN Bridge 100 Hardware I nstallation/Owner’s Guide (Order No. EK-DE-
BET-UG)
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Explains how to install the LAN Bridge 100 and how to verify its operation.
It also describes the LAN Bridge 100 controls and indicators.

* LAN Bridge 100 Technical Manual (Order No. EK-DEBET-TM)

Provides a general description of the LAN Bridge 100 unit at the functional
component level.

* Network Troubleshooting Guide (Order No. EK-339AA-GD)

Provides an overview of network troubleshooting tools and methodol ogies,
and detailed troubleshooting procedures for specific network problems.

* LAN Traffic Monitor Installation Guide (Order No. AA-JP15A-TE)

Describes the installation of the LAN Traffic Monitor (LTM) software on a
VMS system and tells how to downline load the LTM listener software to a
LAN Bridge 100 or LAN Bridge 150 hardware unit. This guide also provides
installation verification and problem-solving procedures.

* LAN Traffic Monitor User’s Guide (Order No. AA-JP16A—TE)

Describes how to use the LAN Traffic Monitor (LTM) feature, the menus,
and the informational displays. This guide also provides an overview of the
LTM user interface and the LTM listener software.

*  DECconnect System Planning and Configuration Guide (Order No. EK—
DECSY-CQG)

Contains planning requirements and guidelines for configuring DECconnect
networks and networks that use DECconnect products. This guide also con-
tains detailed product information for all DECconnect System components.

* DECconnect System Facilities Cabling Installation Guide (Order No. EK—
DECSY—C)

Provides procedures for properly installing Ethernet coaxial cables,
twisted-pair data and voice cables, ThinWire cables, and fiber optic cables
within a DECconnect System site. This guide includes installation procedures
for devicesthat are directly related to the facilities cabling (such as transceiv-
ers and wallboxes).
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C.2 Reference Specifications

The following architecture specifications can be ordered through DECdirect:

e DECnet—DNA Ethernet Data Link Functional Specification (Order No.
AA-Y298A-TK)

* DECnet-DNA Ethernet Node Product Architecture Specification V1.0 (Order
No. AA—X440A-TK)

¢ DECnet-DNA Phase V General Description (Order No. AA-N149A-TC)

* DECnet—-DNA Maintenance Operation Functional Specification V3.0 (Order
No. AA-X436A-TK)

*  DECnet—DNA Network Management Functional Specification V4.0 (Order
No. AA-X437A-TK)

¢ DECnet—-DNA NSP Functional Specification V4.0 (Order No.
AA—X439A-TK)

* DECnet-DNA Routing Layer Functional Specification V2.0 (Order No.
AA-X435A-TK)

* DNA Phase V General Description (Order No. AA-DNAPV-GD)
* Ethernet Specification V2.0 (Order No. AA-K759B-TK)

* DECnet—-DNA Data Access Protocol Functional Specification (Order No.
AA—K177A-TK)

e DECnet-DNA Session Layer Functional Specification (Order No.
AA-K182A-TK)
C.3 Additional Networking Documentation

Additional information about networking products can be found in the following
document. Ordering information is provided at the back of this guide.

*  Networks and Communications Product Documentation (Order No.
EK-NACPD-RE)
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Thisguideliststhetitle and order number for each publication associated with Digi-
tal’s Telecommunications and Networks products.

For acompletelist of the available networking products and for more information,

see Digital’s Networks Buyer’'s Guide. Customers can receive a catal og by contact-
ing their local sales office.
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Glossary

address filtering

Theprocessof preventing framesfrom being forwarded acrossabridge, based onthe
source or destination address of that frame, or both.

aging time
The spanning tree parameter that controls how long a bridge keeps each learned
entry intheforwarding database. If an entry isstored longer than the aging time, the
bridge marks that entry asinactive and allows it to be overwritten.

BACKUP (port state)

The state in which a port cannot forward frames but can only monitor the LAN for
management and spanning treeinformation. A portisplacedintheBACKUPstateto
avoid forming aloop in the spanning tree.

bridge
A protocol-independent device that connectslocal area networks providing logical
datalink servicesfor all stations on those attached LANS.

bridge address
A sequence of 48 hits that uniquely identifies the bridge. The bridge addressis as-
signed to the bridge during manufacturing.

bridge states
Theoperational state of abridge. Digital’sbridgeshavefour states: OFF, INIT, OP-
ERATE, and BROKEN.

BROKEN (bridge state)
The state that the bridge enters when it detects afatal error condition within itself.

BROKEN (port state)
The state in which a port is unable to transmit and receive frames reliably.
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DECelms (DEC Extended LAN Management Software)
A VM Slayered software product that remotely managesthe bridgesand wiring con-
centratorsin an extended LAN.

designated bridge

Thedesignated bridgefor aLAN isthe bridge with the shortest cost path to the root.
It connectsthat LAN withthenext LAN closer totheroot. Each LAN in an extended
network elects one designated bridge.

DISABLED (port state)
A port isdisabled by the management entity. In the DISABLED state, aport cannot
be used for normal frame forwarding, cannot learn forwarding addresses from re-
ceived frames, and cannot take part in the spanning tree process. However, in the
DISABLED state, aport continues to listen to Hello messages and can receive and
transmit management messages under certain conditions.

downline load
The process of sending a software image from aload host to the bridge.

end-to-end delay
Theamount of timeit takesfor apacket to travel from oneend of theextended LAN
to the other.

entity
A term used to describefunctional blocksinthebridgemodel (for example, manage-
ment entity and spanning tree entity).

extended LAN

Two or more local area networks (LANS) connected by bridges. The stations con-
nected to these L ANsareableto communicate with oneanother asif they wereall on
the same LAN.

extended LAN diameter
The number of LANSs on the path between the two most distant stations in the ex-
tended LAN.

forward delay
A spanning tree parameter that specifies the amount of time abridge’s ports stay in
the PREFORWARDING state before entering the FORWARDING state.

FORWARDING (port state)
The state in which the port is fully operational and can forward frames.

forwarding latency
Thetime required by a bridge to process a frame.
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frame lifetime
As it applies to bridges, frame lifetime is the amount of time between when the
bridge beginsto receive aframe and when it beginsto transmit the frame, including
thetimethat theframewaitsin the queueto betransmitted on the outgoing datalink.
Asit appliesto extended LANS, frame lifetime is the amount of time it takes for a
frame to reach its destination on the extended LAN.

frame aging
The process which ensures that the extended LAN does not hold data frames for a
longer timeinterval than the maximum set by certain Transport level protocol tim-
ers. The port deletes frames that are held resident too long in the bridge.

Hello interval
A spanning tree parameter that controls how often a bridge sends a Hello message.

Hello messages
Special messagestransmitted by all bridgeswhen they arefirst activated. Theinfor-
mation containedin the Hello messages determineswhich bridgesare el ected asdes-
ignated bridges and which bridge becomes the root bridge. When the spanning tree
computation process is complete, the root bridge originates the Hello message,
which is then propagated down the spanning tree by the other bridges.

INIT (bridge state)

The bridge state entered after the bridge successfully completes its self-test. If no
downline loading is to occur, the bridge exits to the PREFORWARDING state.

INIT (port state)

During the INIT state, the associated datalink isinitializing or self-testing, and al
data flow interfaces are off.

Inlink
The port on a bridge that provides the path to the root bridge.

LAN Traffic Monitor (LTM)

An optional mode of operation in Digital’s LAN Bridge 100 and LAN Bridge 150,
which allowsthe bridgeto act asalistener and provide network traffic information.

learning process
The processby which the bridge buildsand maintai nsitsaddress database. By listen-
ing to network traffic, the bridge notes the source address of each incoming packet
and which port received the packet. It then uses that information to update its data-
base.
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line cost

A spanning tree parameter set for each line on abridge and used by the spanning tree
algorithm to determine thelogical topology of the network. Theline cost isbetween
1 and 255; the default value is 10.

line Identifier
The lineidentifier assigned by the spanning tree computation process.

LTM listener

A bridgeloaded withthe LAN Traffic Monitor (LTM) software and dedicated solely
to LTM functions. An LTM listener performs no normal bridge functions.

Medium Attachment Unit (MAU)

In alocal area network, a device used in a data station to couple the data terminal
equipment to the transmission station.

migration bridges
Bridges manufactured by Digital that can dynamically adapt to either the LAN
Bridge 100 Spanning Tree Modeor the | EEE 802.1 Spanning Tree Mode, depending
on what the network configuration requires. The LAN Bridge 150 and LAN Bridge
200 are migration bridges.

multiport bridges
Bridges that have more than two ports.

NVRAM

Non-volatilerandom accessmemory inabridge. Informationin NVRAM isretained
even if the bridge loses power.

OPERATE (bridge state)
The normal operational state of abridge.

path cost
The sum of the line costs along a path between two bridges.

port state

The operational state of a bridge port. Port states are INIT, PREFORWARDING,
FORWARDING, BACKUP, DISABLED, and BROKEN.

PREFORWARDING (port state)

During this state, the bridge learns new addressesfor the address database by moni-
toring packets received from the LANs. The bridge, however, does not forward
packets during the PREFORWARDING state.
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protocol filtering

The process of preventing aframe from being forwarded across a bridge, based on
the protocol type used by that frame.

root path cost
The sum of the line costs from a bridge to the root bridge.

Root Priority
A spanning tree parameter that determinesabridge’s priority for becoming the root
of thelogical spanning tree. The Root Priority parameter valueisused asaprefix to
the bridge's address to form the bridge's identification; for example,
128/08-00-2B—2C-08-21.

Station Management Task (SMT)
Theentity within astation onthe FDDI ring that monitors station activity and excer-
cises overall appropriate control of station activity.

spanning tree
Thelogical arrangement created by bridgesin an extended LAN inwhich all LANs
are connected and there are no loops (that is, there is only one path between any two
bridges).

spanning tree algorithm

An algorithm used by bridges to ensure that the extended LAN is configured as a
Spanning tree.
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A

Acknowledgment Flag parameter, 3-13,
3-25

Actual Forward Delay parameter, 3—20,
322

Actual Hello Interval parameter, 320,
322

Actual Listen Time parameter, 3-21,
3-23

Address database, 1-14, 2-13, 44, 57,
6-11

Address filtering, 5-5, 5-7, 6-15

Agerate, 5-8

AppleTak, 2-11
Auto-Select bridge, 3-17
with LAN Bridge 100 and |EEE 802.1
bridges, 3-15, 3-19
Auto-Select root bridge, 3-23
in LAN Bridge 100 spanning tree
mode, expiration, 3-18
Auto-Select switch, 6-34

B

Babbling node, 6-18
BACKUP (port state). See Port states

Index

Backup bridge, topology change, 3-12
Backup mode, 6-3
Bad Hello Count parameter, 3-21, 3-25
one-way connectivity, 3-10
Bad Hello Limit Exceeded Count pa-
rameter, 3-26
one-way connectivity, 3-10
Bad Hello Limit parameter, 3-21
one-way connectivity, 3-10
Bad Hello message, 3-10
Bad Hello Reset Interval parameter,
321
one-way connectivity, 3-11
Best Root Age parameter, 3-21
Best Root parameter, 3-21
determining designated bridges, 3-8
determining root bridge, 34, 3-8
Blocking, 3-9
Bridge
address learning, 1-15
auto backup, 1-16
bridge states, 2-17
definition, 1-7
functional blocks, 1-13
model, 1-12, 2-1
port states, 2-5
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ports, 24
services, 1-15
Bridge communications during spanning
tree computation process, 3-3
Bridge configuration examples
academic environment, 6-19
efficient topologies, 6-6
heavy broadcast traffic, 6-13
Local Area VAXclusters, 6-16
multibuilding example, 6-36
root bridge backup, 6-9
totally blocking out a node, 6-18
Bridge configurations
backup root bridge, 6-9
guidelines, 6-10
how to modify, 6-10
physical and logical topologies, 6-1
why modify?, 6-5
Bridge 1D, 34, 6-2
Bridge management
See also Management
described in bridge model, 4-9
Restricting access to an extended
LAN, 44
Bridge model, 1-12, 4-9
expanded to show interfaces, 2-1
Bridge performance, 5-5
Bridge security, 6-27
Bridge states, 2-17
Bridge transmit queue, 54, 56
BROKEN (bridge state). See Bridge
states
BROKEN (port state). See Port states
Broken receiver, 3-10
Broken transmitter, 3-10
Bypassrelay (optical), 6-30

Index—2

C

Clear Time Count parameter, 3-26
one-way connectivity, 3-10
Cluster adlias, 7-10
Collision, 54
Collision Presence Test characteristic.
See CPT characteristic
Combining LAN Bridge 100 and IEEE
802.1 bridges, 3-15
Computing the spanning tree, 3-2
Configuration BPDU, 3-3
Configuration errors, defined, 7—12
Configuring an extended LAN, 4-2, 4-3
Congestion, 54, 56
Controllers with single-buffer, 54
Counters
bridge counters, 4-8
port counters, 4-8
CPT characteristic, setting, 4-8
CRC. See Cyclic Redundancy Check
CRC calculation, in DECbridge 500/600
series, 5-3
Cyclic Redundancy Check, 5-2
preserving for incoming packets, 5-3
recalculated, 1-13

D

Data corruption, undetected, 5-3

Dataerrors, frame loss, 5-2

Datalink relay, 1-7

Database of spanning tree parameters,
33

DECbridge 500/600 series, 29, 2-10

Decbridge 500/600 series, 5-3

DECelms, 4-1



DECelms (DEC Extended LAN Man-
agement Software). See Man-
agement

DECmcc Extended LAN Manager Soft-
ware, 4-1

DECmcc Management Station for UL-
TRIX, 4-1

Designated bridge, 6-2, 6-3, 6-11

determining, 3-6, 3-24
specifying, 4-2

Designated Bridge ID parameter, 3-26

Designated Bridge Link Number param-
eter, 3-26

Designated Root, 3-21

Designated Root Age parameter, 3-26

Designated Root ID parameter, 3—26

Designating root bridge, 4-2

Determining designated bridges, exam-
ple, 3-7

Determining the root bridge, example,
37

Determining the spanning tree, 3-2

Determinism, 3-2

Device password, 4-6

setting or modifying, 46

DISABLED (port state). See Port states

Disabling ports, 4-5

Discard rate, 5-6

Downline Loading

configuring device, 46
DECndu (Network Device Upgrade
Utility), 4-6
disabled by switch, 6-27
field upgrading device, 4-6
firmware upgrade, 1-16
LTM Listener, 46
Dual homing, 6-29

E

Enabling ports, 4-5
End-to-end delay, 5-2
Ethernet
cabling rules, 7-16
concepts, 7-16
frame format, 2-10
protocols, 7-16
Expiration of Auto-Select root bridge in
LAN Bride 100 spanning tree
mode, 3-18
Extended LAN
advantages of, 1-6
diameter, 5-2
performance, 5-1

F

Fault isolation, defined, 7-12
FDDI
dissimilar LAN, connection to, 1-5
frame format, 2—10
frame size, 1-16
Filtering
addressfiltering, 5-5, 5-7
destination address filtering, 44,
6-12, 6-17, 6-20
manual filtering, 4-5
multiport, 6-21
packet filtering, 6-11
protocol filtering, 4-5, 5-5, 5-7, 6-12,
6-15, 6-17
source address filtering, 44, 6-12,
6-19
totally blocking out a node, 6-18
Forward Delay parameter, 3-20, 3-22,
5-7
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Forward Delay Timer parameter, 3-27
FORWARDING (port state). See Port
states
Forwarding and Translating Process
module, 1-13, 2-8, 5-7
functions of, 5-5
Forwarding database, 1-13, 2-12, 3-20,
3-22, 44, 410, 5-7
definition, 3-12
inactive entries, 5-8
managing address entries, 44
Forwarding Database Normal Aging
Time parameter, 3-12, 3-22,
410,58
Forwarding Database Short Aging Time
parameter, 3-12, 3-22, 3-25,
4-10,5-8
Forwarding latency, 56
Forwarding packets, 6-11
Forwarding rate, 5-6
Fragmentation, 1-13, 5-5
enabling, 2-11
Internet Protocol (IP) frames, 1-16
Frame aging, 2-8
Frame check sequence. See Cyclic Re-
dundancy Check
Frame formats, trandation, 2—10
Frame lifetime
in bridge, 5-6
in extended LAN, 5-2
Frame loss
congestion, 54
data errors, 5-2

G

Gateways, 1-11

Index—4

H

Hard errors, defined, 7-9
Hardware errors, defined, 7-11
Heavy traffic loads, 6—7
Hello Interval parameter, 3-20, 3-22
Hello message, 3-3
bad, 3-10
for different spanning tree modes,
6-33
in bridge configurations, 6-2
not received by root bridge, 6-34
with simple bridges, 628
Hierarchical bridge structures, 6-36

|EEE 802.1 bridge
with LAN Bridge 100, 3-15, 3-16
with LAN Bridge 100 and Auto-Select
Bridges, 3-15, 3-19
|EEE 802.1 spanning tree mode, 3-15
initial mode for Auto-Select bridge,
3-18
Spanning Tree Mode Changes parame-
ter, 3-24
Spanning Tree Mode parameter, 3-24
|EEE 802.3, frame format, 2-10
I mplementations of the spanning tree al-
gorithm, 3-1
Inactive forwarding database entries,
322,58
Inconsistent errors, defined, 7-10
INIT (bridge state). See Bridge states
INIT (port state). See Port states
Initializing bridges, 4-5
Inlink, 34, 3-8
Inlink parameter, 3-22
Intermittent errors



cluster configuration as cause, 7-10
defined, 7-10
due to threshold values being reached,
7-11
Internet Protocol (IP) Frames, fragmen-
tation, 1-16
| P Fragmentation, enable, disable, 4-7
| solating the source of the problem,
7-12
tothe LAN level, 7-15
to the node level, 7-12
to the WAN level, 7-17

L

LAN Bridge 100
asLTM listener. See LAN Traffic
Monitor (LTM)
polling for, 3-23
with IEEE 802.1 and Auto-Select
bridges, 3-15, 3-19
with |EEE 802.1 bridge, 3-15, 3-16
LAN Bridge 100 Being Polled parame-
ter, 3-23
LAN Bridge 100 Poll Time parameter,
3-23
LAN Bridge 100 Response Timeout pa-
rameter, 3-23
LAN Bridge 100 Spanning Tree Com-
patibility Switch parameter,
3-18, 3-23
LAN Bridge 100 spanning tree mode,
3-15
Auto-Select bridge in, 3-18
LAN Bridge 150
as Auto-Select or 802.1 bridge, 3-23

Auto-Select feature, 3-15, 3-17
mode of, 3-24
LAN Bridge 200
as Auto-Select or 802.1 bridge, 3-23
as LAN monitor, 4-8
Auto-Select feature, 3-15, 3-17
mode of, 3-24
LAN monitor, use, 4-8
LAN problems, defined, 79
LAN Traffic Monitor (LTM), 1-17
LAVC traffic, 6-26
Learning, 3-9, 5-5, 6-12
process, 3-20, 5—7
Learning process, 5-7
Learning rate, 57
L earning source addresses, 2—12
Limiting access to a node, 6-19
Line Cost, 3-6
See also Root Path Cost
Line Cost parameter, 3-27, 4-3
Link Error Monitor (LEM), setting
threshold, 4-8
Link test, 3-24, 3-25
Listen Time parameter, 3-21, 3-23
Listening, 3-9
Load server traffic, 6-23
Local Area Networks (LANS)
extended, 14
single, 1-1
Loca Area VAXclusters (LAVCs), 6-16
L ocked-down address, 6-12, 6-20
L oop detection, 3-2
Low network overhead, 3-2
Low-performance LANS, 67
LTM listener, designating LAN Bridge
100 as. See LAN Traffic Moni-
tor (LTM)
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M

Management, 3-2, 5-8
controlling bridges and ports, 44
restricting access to an extended LAN,
4-4
Management entity, 1-14, 2-14, 4-9
Management module, 1-14
Management requests, 5-8
Management software, 4-1
Manual mode. See Selective Address
Forwarding
Masquerading node, 6-20
Max Age, 3-23
Message Age, 3-21
Migration bridge
asaroot bridge, 6-34
general description, 6-34
useful application, 6-35
Maodification of bridges, why modify
bridges?, 6-5
Monitoring bridges and ports, 4-8, 4-9
Multicast addresses
|EEE 802.1 Spanning Tree, 2-13
LAN Bridge 100 Spanning Tree, 2-13
Multiport bridges, 2-9, 6-21
My Cost parameter, 3-24

N

Network
configuration errors, 7-12
error sources, 7-11
hard errors,defined, 7-9
hardware errors, 7-11
inconsistent errors, defined, 7-10
intermittent errors, defined, 7-10
transient errors, defined, 7-11

Index—6

types of errors, 7-9
user errors, 7-11
Network Device Upgrade Utility
(DECndu), 1-16
Network errors
configuration, 7-12
hardware, 7-11
inconsistent, 7-10
intermittent, 7-10
software, 7-11
sources, 7-11
transient, 7-11
types, 7-9
user, 7-11
Network Management and Trouble-
shooting tools, summary chart,
7-18
Network problems
cluster dias as cause, 7-10
solving, 7-19
sources of errors, 7-11
understanding the extent of, 7-8
understanding the types of errors, 7-9
No Frame Interval parameter, 3-24
determining broken receiver, 3-10
one-way connectivity, 3-11
Node problems, defined, 7-9
Normal Aging Time. See Forwarding
Database Normal Aging Time

O

OFF (bridge state). See Bridge states
One-way connectivity, 3-10
OPERATE (bridge state). See Bridge
states
Optical bypassrelay, 6-30
description, 6-30
limitation of, 6-30



Oscillation, 3-16

P

Parameters. See Spanning tree parame-
ters
Performance
bridge, 5-5
extended LAN, 5-1
Permanent addresses, 6-12
Physical Layer Medium Dependent
(PMD), optical bypass relay,
6-30
Polling for LAN Bridge 100 in spanning
tree, 3-18
Port Address parameter, 3-27
Port interfaces, 1-13
Port states, 2-5, 3-9
transitions, 2—7
Ports
disabling, 4-5
enabling, 4-5
Possible Loop Flag parameter, 3-27
onhe-way connectivity, 3-11
PREFORWARDING (port state). See
Port states
Properties of the spanning tree algo-
rithm, 3-2
Protocol database, 1-14, 2-13, 5-7
managing protocol entries, 4-5
Protocol filtering, 1-16, 5-5, 57

R

Receiver broken, 3-10

Redundancy, 3-2

Remote node is not currently reachable,
example, 7-6

Remote resetting, disabled by switch,
6-27
Repesters, 1-8, 3-15, 6-31
restrictions, with simple bridges. See
Simple bridges
Root Bridge
Determining, 34
determining, 3-24
selection of, 6-2
Root bridge, 4-2
as migration bridge, 6-34
backup, 6-9
expiration of Auto-Select, in LAN
Bridge 100 spanninng tree
mode, 3-18
Root Path Cost, 36, 42
computation, 6-2
Line Cost parameter, 3-27
My Cost parameter, 3—-24
Root Path Cost parameter, 3-27
Root port, 3-22
Root priority, 6-2
Root Priority parameter, 3-24
designating the root bridge, 4-2
determining root bridge, 3-8
determining the bridge ID, 34
Routers, 1-10

S

Screaming node, 6-18

Selective Address Forwarding, setting,
4-5

Seven-bridge rule, 5-2

Short Aging Time. See Forwarding Da-
tabase Short Aging Time param-
eter

Simple bridges, 3-15

restrictions, 3-15, 6-28
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Single-buffer controllers, 54
Software errors, defined, 7-11
Spanning tree, 3-1, 59

entity, 1-15
Spanning tree algorithm, 3-1, 4-2

determinism, 3-2

functions of, 6-1

|EEE 802.1 implementation, 3-15

implementations, 3-1, 3-17

LAN Bridge 100 implementation,

3-15

loop detection, 3-2

low network overhead, 3-2

management, 3-2

operation, 6-2

properties of, 3-2

redundancy, 3-2
Spanning tree Auto-Select bridge, 3-17
Spanning tree computation process, 3-2
Spanning tree database, 3-3
Spanning tree entity, 2-16, 49
Spanning Tree Mode Changes parame-

ter, 3-24

Spanning Tree Mode parameter, 3-24
Spanning tree mode selection, 4-3
Spanning tree modes

|EEE 802.1 standard, 6-33

LAN Bridge 100, 6-33
Spanning tree parameters

Acknowledgment Flag, 3-25

Actua Forward Delay, 3-20

Actua Hello Interval, 3-20

Actual Listen Time, 3-21

Bad Hello Count, 3-25

Bad Hello Limit, 3-21

Bad Hello Limit Exceeded Count,

3-26
Bad Hello Reset Interval, 3-21

Index—8

Best Root, 3-21

Best Root Age, 3-21

Clear Time Count, 3-26

Designated Bridge ID, 3-26

Designated Bridge Link Number, 3-26

Designated Root Age, 3-26

Designated Root 1D, 3-26

Forward Delay, 3-22

Forward Delay Timer, 3-27

Forwarding Database Normal Aging
Time, 3-22

Forwarding Database Short Aging
Time, 3-22

Hello Interval, 3-22

Inlink, 3-22

LAN Bridge 100 Being Polled, 3-23

LAN Bridge 100 Poll Time, 3-23

LAN Bridge 100 Response Timeout,
3-23

LAN Bridge 100 Spanning Tree Com-
patibility Switch, 3-23

Line Cost, 3-27

Listen Time, 3-23

My Cost, 3-24

No Frame Interval, 3-24

Port Address, 3-27

Possible Loop Flag, 3-27

Root Path Cost, 3-27

Root Priority, 3-24

Spanning Tree Mode, 3-24

Spanning Tree Mode Changes, 3-24

Tell Parent Flag, 3-24

Topology Change Flag, 3-25

Topology Change Timer, 3-25

Store-and-forward, 6-11
Switches
Auto-Select switch, 4-3
controlling bridge access, 6-27



I P Fragmentation switch, 2-12

LAN Bridge 100 Spanning Tree Com-
patibility switch, 3-18, 3-23

Manua Filter switch, 4-5

Set Fragmentation switch, 4—7

T

Target Token Rotation Time (TTRT),
setting value, 4—7
TCN, 3-13
TCN BPDU, 3-13
TCP/IP protocol, 6-13
Tell Parent Flag parameter, 3-24
Thrashing, 3-16
Tools
network management, 7-18
troubleshooting chart, 7-18
Topology
logical, 6-1
physical, 6-1
Topology change, 3-12
example, 3-13, 3-14
from physical to logical, 6-3
short aging time, 3-22
Topology Change Detected flag, 3-25
Topology Change Flag parameter, 3—13,
3-25
Topology Change Natification, 3-13,
3-24, 3-25
Topology Change Timer parameter,
3-25
Transient errors
defined, 7-11
due to threshold values being reached,
7-11

occurring at peak usage times, 7-11
Trandlation, 1-13, 1-16, 5-5
frame formats, 2-10
Transmit queue, 54, 5-6
Transmitter broken, 3-10
Troubleshooting methodol ogy
analyzing, interpreting, and classifying
information, 7-8
cleaning up, 7-19
documenting the problem and solution,
7-19
isolating the source of the problem,
7-12
overview, 74
solving the problem, 7-19
steps, 74
verifying the solution, 7-19

U

Undetected data corruption, 5-3
Upline Dump
configuring LAN Bridge 200, 4-6
enabling, disabling, 46
User errors, defined, 7-11

\

Valid Transmission Timer (TVX), Set-
ting value, 4-7

W

WAN problems, defined, 7-9
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